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Abstract Complexity of assembly supply chains (ASCs)
is a challenge for designers and managers, especially when
ASC systems become increasingly complex due to techno-
logical developments and geographically various sourcing
arrangements. One of themajor challenges at the early design
stage is to make decision about an appropriate configuration
of ASC. This paper addresses modeling and measuring the
structural complexity of ASC networks in order to establish
a framework obtaining the optimal ASC configuration. Con-
sidering relationship between supply chains and assembly
systems, structural complexity measures for ASC network
and assembly lines inside the network are developed based
on Shannon’s information entropy. This complexity model
can be used to configure supply chain networks and assem-
bly systems with robust performance. In order to generate
different feasible configurations of ASCs, a four-step algo-
rithm is proposed considering assembly sequence constraint.
Finally, the optimal ASC network is obtained by comparing
the total complexity values of the feasible configurations.
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Introduction

Assembly supply chain (ASC) as an important research area
in supply chain management has attracted the research atten-
tion in the past decade (İnkaya and Akansel 2015). ASCs
consist of several different entities in which assembly activ-
ities play a significant role to produce differentiated and/or
undifferentiated products (Modrak and Marton 2012). Two
types of ASC have been introduced in the related literature:
traditional non-modular ASC in which all assembly activ-
ities are done by the final assembler, and modular ASC
in which the final assembler allocates product modules to
inter-mediate sub-assemblers and a few number of assem-
bled modules will be transported to the final assembler. It is
worth mentioning that modular assembly has been applied
in many industries, for instance automotive and aerospace
(Chiu and Okudan 2014; Hu et al. 2008). Figure 1 demon-
strates the structure of these two ASC networks.

Since ASC systems are becoming increasingly complex
because of technical advancements, complexity modeling of
these systems is a new challenge for designers andmanagers.
A complex system contains a lot of components, elements or
agents which interact with each other and with the environ-
ment whereas there is inherently uncertainty throughout the
design or development process, and the system’s outcome
would not be fully controllable or predictable (ElMaraghy
et al. 2012). The understanding of complexity in produc-
tion systems leads to develop methods for decreasing the
degree of complexity and therefore designing effective and
predictable systems.Modelingof complexity helps in design-
ing systems with robust performances in terms of cost, time,
quality and flexibility (Zeltzer et al. 2013). In addition, com-
plexity modeling is an efficient way to find the methods in
order to reduce the complexity. Reduction of redundant com-
plexity of ASC can increase organizational performance and
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Fig. 1 The structure of non-modular and modular ASC networks

reduce operational inefficiencies (Modrak andMarton 2013).
In general, high complexity of ASC systems makes them
difficult to analyze, because a small change may lead to an
enormous reaction.

The measure of complexity has been concerned in pro-
duction/manufacturing systems in different ways. However,
there are a few studies that define complexity in an obvi-
ous manner. In an effort to understand complexity, Schuh et
al. (2008) define its main drivers as: uncertainty, dynamics,
multiplicity, variety, interactions and interdependencies and
combination of these properties can determinewhether a con-
sidered system is complex or not. Recently, ElMaraghy et al.
(2012) have provided a comprehensive review on complexity
models in engineering design, manufacturing and business.
They believe that designing systems with less complexity are
main issues for further research.

From a basic point of view, two types of complexity are
defined in the related literature: static (structural) complexity
which dealswith the configuration and structure of a system’s
components, defined as the expected amount of information
required to describe the state of a system, whereas dynamic
(operational) complexity addresses the behavior of the sys-
tem over time and the probability of the system to be in
control.Dynamic complexity is the expected amount of infor-
mation required to describe the state of a system deviating
from its design performance because of uncertainty (Frizelle
and Woodcock 1995; Papakostas et al. 2009).

Two other well-known types of complexity have been pro-
posed in the literature: time-independent and time-dependent
(Suh 2005). The same as static complexity definition, time-
independent complexity is a consequence of not satisfying
the system’s functional requirements at all times, includ-
ing uncertainty that increase because of the designer’s lack

of understanding or knowledge about the system and its
components. On the other hand, time-dependent complex-
ity may be either a combined result of different complexities
that increases as a function of time due to the continuous
expansion of possible combinations of states over time (time-
dependent combinatorial complexity), or periodic that exists
in a finite time period with limited number of possible com-
binations of states as a smaller scale complexity (Wiendahl
and Scholtissek 1994).

Therefore as it can be seen, static complexity is time-
independent and deals with the product and system structure.
The static complexity can be decreased by simplifying the
design of systems and structure of products/processes (Web-
bink and Hu 2005). On the other hand, dynamic complexity
is time-dependent and considers the operational behavior of
the system.

There are different approaches in the literature to describe
system complexity in the engineering design and manufac-
turing area [see for example (ElMaraghy et al. 2012; Suh
2005)]. The first approach is based on Shannon’s information
theory/entropy in which complexity defines as an entropy
function of product variety (Hu et al. 2008). Frizelle and
Woodcock (1995) propose a method using entropy to mea-
sure complexity in the structural and operational domains
in manufacturing. The second complexity approach is based
on the second axiom of axiomatic design theory that uses
the information content as a measure of complexity in which
information is utilized as a measure of uncertainty in achiev-
ing the functional requirements (Suh 1999). Uncertainty
complexity is often evaluated via probability theory and for-
malized in the context of Shannon’s entropy.

In the area of structural complexity of manufacturing
systems, Blecker et al. (2005) mention that the structural
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complexity is caused by the static nature of processes, prod-
ucts, and structures, while the dynamic complexity arises
from the external and internal sources within the operation,
such as variations in times and amounts due to material
shortage, insufficient supplier reliability or machine break-
downs. Deshmukh et al. (1998) and Sivadasan et al. (2006)
describe that in themanufacturing systems and supply chains,
structural complexity deals with schedule variety whereas
operational complexity deals with deviating from the sched-
ule due to uncertainty. Wilding (1998) defines a supply chain
complexity triangle including deterministic chaos, demand
amplification and parallel interactions to understand the gen-
eration of uncertainty within the supply chains. Milgate
(2001) presents a conceptual model that identifies three basic
dimensions of supply chain complexity and shows the link-
age of uncertainty with delivery performance. He mentions
there is no evidence that increased technological intricacy
or more complicated organizational systems hamper perfor-
mance.

In order to maintain or increase market share and avoid
increasing costs, manufacturing organizations are using their
current manufacturing system to produce customized prod-
ucts (Hamta et al. 2015). As a consequence, the large number
of product variants significantly increases the complexity
of manufacturing systems. In this regard, Zhu et al. (2008)
propose a measure of manufacturing complexity introduced
by product variety to quantify human performance in mak-
ing various choices. They also develop models to evaluate
the complexity at assembly workstations and its propaga-
tion through the assembly line. Wang et al. (2011) develop
a multi-objective optimization approach for manufacturing
complexity and variety in assembly systems through product
variety selection. They introduce relative complexity to mea-
sure the complexity when designing a product family and the
assembly system to find the best set of product variants.

This paper proposes a measure to calculate complexity of
ASC networks considering the complexity inside assembly
lines as a main stage of the supply chain. Although until now
different approaches have been developed regarding manu-
facturing complexity to product and process structures and
the human operator, to the best of our knowledge there is no
paper in the related literature thatmeasures the total structural
complexity of ASC networks and assembly lines. In addition
in this paper, a decomposition algorithm is proposed to gen-
erate all feasible ASC configurations while there is specific
number of modules for producing a product family. Then
the optimal ASC configuration would be selected among
the generated feasible networks based on the minimum total
complexity.

The rest of this paper is organized as follows. Section
“Modeling and measuring of the complexity” presents the
complexity modeling of the considered system in which
measures for calculating the ASC network complexity and

assembly line complexity are proposed. In Sect. “Illustra-
tive numerical example”, a numerical example is given to
illustrate the performance of the developed model. Section
“Proposed algorithm to generate different ASC configura-
tions” proposes an algorithm to generate different feasible
configurations of ASCs. In sect. “Selection of optimal ASC
network”, the optimal ASC configuration is selected. Finally,
Sect. “Conclusions and future studies” is devoted to conclud-
ing remarks and some guidelines for future studies.

Modeling and measuring of the complexity

This section starts with a brief introduction to measure of
complexity based on Shannon’s information theory. Then,
the complexitymeasures of ASC network and assembly lines
inside the supply chain are described. The complexity of the
whole system is then obtained using these measures.

Measure of complexity

As alreadymentioned, different approaches have been devel-
oped in the literature to describe complexity measures and
system complexity. One of the well-known approaches is
based on Shannon’s information theory/entropy in which
information is employed as a measure of uncertainty (Shan-
non 2001). Entropy is a measure of unpredictability in a
random process. Shannon defines the entropy H of discrete
random variable X with values {x1, x2, . . . , xn} and proba-
bility mass function P(X) as follows (Borda 2011):

H(X) = E [I (X)] = E [− ln(P(X))] , (1)

whereE is the expectedvalue operator and I is the information
content of X. When a finite sample is assumed, complexity
as Shannon entropy can explicitly be formulated as follows:

H(X) =
n∑

i=1

P(xi )I (xi ) = −c
n∑

i=1

P(xi ) log P(xi ), (2)

where c is a constant depending on the selected base of log-
arithm. Since log2 is commonly selected, c = 1 and the
unit of complexity is bit. The unit of complexity is nat for
Euler’s number e (c = e), and dit (or digit) for c = 10 (Zhu
et al. 2008). In fact in Relation (2), H is the summation of
surprisal functions weighted by probability Ps. A surprisal
function log 1/P is defined to quantify howmuch uncertainty
(surprise) is incurred for an individual process. As it is clear,
the higher probability of the incoming alternative incurs the
less surprisal and vice versa. Therefore, by weighting the
surprisal with probabilities for the process, the entropy is
obtained that characterizes the average randomness of a sys-
tem. Hence, the entropy function H possesses most of the
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required properties to be a possible measure for complexity.
It is worth mentioning that If Ps be closer to each other, H
would increase and any change toward equalization of P(xi )
would increase H. For a certain n when P(xi ) = 1/n, H is
maximum and equal to log n (Shannon 2001).

ASC network complexity

In this subsection, the complexity model of ASC is pre-
sented based on Shannon’s information entropy introduced
in Sect. “Measure of complexity”. In this regard, the detailed
information on the supply chain structure, the number of
variants each node (facility) produces and the mix ratios of
the variants are employed. We assume the final product of
the ASC is a product family with m different modules (also
referred as functional features) as M = {M1, M2, . . . , Mm},
where each module has several different variants (See Fig.
2) (Baud-Lavigne et al. 2014; Fujita et al. 2013). Let vari-
ants’ set is Vi = {Vi1, Vi2, . . ., ViOi }, where Viv denotes
vth (v = 1, 2, . . ., Oi ) of module i = 1, 2, . . . ,m + n.
Therefore, nodes 1, 2, . . . ,m of ASC are the most upstream
echelon, i.e. the number of nodes in the most upstream ech-

elon is equal to the number of modules in the product family
(m). In addition, it is assumed that a downstream node can
assemble any combination of the variants prepared by related
upstream suppliers, and each combination is considered as
a different variant. Since the nodes in the most upstream
echelon do not have suppliers and we want to capture all
the supply-assembly activities in the ASC network, a virtual
supplier is considered, denoted as node 0, which supplies the
raw materials of nodes in the most upstream echelon. After
upstream suppliers, we assume there are n − 1 intermediate
sub-assemblers to assemble any combination of the vari-
ants. Then, final assembler (node n) produces end-products.
Finally, end-products are shipped to the customers based on
their demands. Figure 3 shows the structure of considered
ASC network.

The complexity of an ASC is caused by some impor-
tant factors such as the supply chain structure determined
by the number of nodes and links, demand uncertainty
each node is confronted and product variety level of each
node in the supply chain (Wang et al. 2010). It should be
noted that the demand uncertainty a node confronts is spec-
ified by the mix ratios of the variants at that node, which
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Fig. 2 The structure of a product family with different modules
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expresses the probability of being a certain variant for the
next required component. In this regard, piv is defined as
the probably of demanding variant v at node i and vector
pi = (pi1, pi2, . . . , piOi ) states the mix ratios of variants
produced by node i.

Using information entropy concept presented in the previ-
ous subsection, the proposed complexity model of a general
ASC is presented in the following steps:

Step 1- Adjacency matrix � is defined in Relation (3) to
represent the relationships of nodes in the ASC network
where δi j = 1 if node i is a supplier of node j (i, j =
0, 1, . . . ,m + n); otherwise δi j = 0.

� =

⎡

⎢⎢⎢⎣

δ00 δ01 · · · δ0,m+n

δ10 δ11 · · · δ0,m+n
...

...
. . .

...

δm+n,0 δm+n,1 · · · δm+n,m+n

⎤

⎥⎥⎥⎦

(m+n+1)×(m+n+1)

(3)

Step 2- For every relationship with δi j = 1 in adjacency
matrix �, matrix P i j is defined to represent the mix ratios
of variants for nodes i and j. In matrix P i j , the number of
rows is equal to the number of variants provided at node i,
i.e. Oi , and the number of columns is the number of variants
produced at node j, i.e. Oj .

Pi j =

⎡

⎢⎢⎢⎢⎣

pi j1v
pi j2v
...

pi jOi ,v

⎤

⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎢⎣

pi j11 pi j12 · · · pi j1,Oj

pi j21 pi j22 · · · pi j2,Oj
...

...
. . .

...

pi jOi ,1
pi jOi ,2

· · · pi jOi ,Oj

⎤

⎥⎥⎥⎥⎥⎦

Oi×Oj

(4)

In Relation (4), pi juv(u = 1, 2, . . ., Oi , v = 1, 2, . . ., Oj ) is
the production rate of variant u that node i produces for the
production of variant v at node j to satisfy the customer’s
demand, assuming that the total demand for all variants at
the final assembler is equal to 1.
Step 3- Using the following relation, every matrix P i j is

normalized where P̂
i j
is normalized P i j :

p̂i juv = pi juv/

m+n∑

i=1

m+n∑

j=1

Oi∑

u=1

Oj∑

v=1

pi juv (5)

Then, based on Shannon’s information entropy introduced
in Relation (2), we define the complexity measure of any
relationship of the ASC network with δi j = 1 in adjacency
matrix �, as follows:

Ci j = −
Oi∑

u=1

Oj∑

v=1

p̂i juv log2 p̂
i j
uv (6)

Step 4- Finally, the total complexity (C) of an ASC is
calculated by summing the complexity measures of all rela-
tionships in the supply chain as follows:

C =
m+n∑

i=1

m+n∑

j=1

Ci j (7)

The complexity measure specifies the level of uncertainty
in the flow of material occurring in the supply chain. By
employing Relations (5) and (6), the complexity of an ASC
can be computed via an easier and understandable formula-

tion as follows, where A = ∑m+n
i=1

∑m+n
j=1

∑Oi
u=1

∑Oj
v=1 p

i j
uv

is the total number of arcs in the ASC network:

C = −
m+n∑

i=1

m+n∑

j=1

Oi∑

u=1

Oj∑

v=1

pi juv

A
log2

(
pi juv

A

)

= − 1

A

m+n∑

i=1

m+n∑

j=1

Oi∑

u=1

Oj∑

v=1

pi juv

(
log2 p

i j
uv − log2 A

)

→ C = log2 A − 1

A

m+n∑

i=1

m+n∑

j=1

Oi∑

u=1

Oj∑

v=1

pi juv log2 p
i j
uv (8)

As it can be seen in Relation (8), the total number of arcs
(A) has effect on the complexity measure according to the
expectations. In addition, the complexity measure shows the
amount of uncertainty about the next flow of materials in the
ASC network.

Assembly line complexity

Assembly systems have been widely used for mass produc-
tion especially in manufacturing customized products (Wang
et al. 2011). In these systems, human operators are employed
for assembly activities to handle the increasing variety of
required products. Operators at each workstation of a manual
assembly systemmustmake correct selections of parts, tools,
fixtures, and assembly procedures in a sequential manner (Su
et al. 2012). These selections contribute to the complexity in
the system. Examples of the corresponding selections are
briefly expressed as follows (Zhu et al. 2008):

• Tool selection: pick up the correct tool according to the
added part to be assembled in addition to the base part to
be mounted on.

• Fixture selection: select the correct fixture according to
the base part i.e., the partially completed assemblage to be
mounted on in addition to the added part to be assembled.

• Procedure selection: select the correct procedure, such
as approach angle, part orientation, or temporary unload
of given parts due to geometric conflicts/subassembly
stabilities.
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Fig. 4 Complexity propagation in an assembly line with selections at one workstation

Some assembly activities are caused by the variants added
at the current workstation, such as picking up a part, or selec-
tion of tool(s) for a selected part. The complexity related to
these activities is defined as feed complexity. On the other
hand, selection of fixtures, tools or assembly procedures may
depend on the variants added from an upstream workstation.
This type of complexity is defined as transfer complexity (Hu
et al. 2008). Figure 4 shows the propagation scheme of these
two types of complexity in an assembly line while differ-
ent selections in assembly activities at one workstation have
been stated.

Therefore, the total complexity at a workstation in an
assembler is simply obtained by summing the feed complex-
ity at that workstation and the transfer complexity from the
upstream workstation, i.e. the complexity SCs for worksta-
tion s is as follows:

SCs = SCss +
∑

∀r :r<s

SCrs (9)

where SCss (with two identical subscripts) is the feed
complexity of workstation s, and SCrs (with two differ-
ent subscripts) is the complexity of workstation s caused
by variants added at upstream workstation r. Suppose there
is a set of assembly activities at each workstation in which
each workstation has several selection alternatives. Let As =
{As1, As2, . . . , AsW } indicates the set of assembly activities
at workstation s where Asw denotes wth activity at work-
station s. The selections required in the wth activity could
be caused by the variety added at the current workstation
(feed complexity), in addition to those of the upstreamwork-
stations (transfer complexity). If Hw

s denotes the entropy
obtained from the variant mix ratio of wth activity at work-
station s, the total complexity of workstation s would be
weighted sum of the various types of selection complexity at
that workstation as follows:

SCs =
W∑

w=1

λw
s H

w
s λw

s > 0,
W∑

w=1

λw
s = 1 (10)

where λw
s indicates the weight related to the task diffi-

culty of wth assembly activity at workstation s, depending
on the nominal human performance. Now, assume matrix
Q = ((q jv)) in which each element of the matrix is obtained
using matrix P i j defined in Relation (4) as follows:

q jv =
n′∑

i=1

Oi∑

u=1

pi juv ∀ j ∈ {1, 2, . . . ,m + n},
∑

v

q jv = 1

(11)

As it was shown in Fig. 3, there are m + n nodes in our
consideredASCnetwork. So, the number of rows inmatrixQ
denoted by j in Relation (11), is equal to m + n. The number
of columns in matrix Q denoted by v in Relation (11) is
Max0≤ j≤nO j . It should be noted that for the rows in which
v < Max j O j , we have q jv = 0 for v < J ≤ Max j O j .
In addition, the upper bound of i in Relation (11), i.e. n′,
is related to the number of relations with δi j = 1(i, j ∈
{1, 2, . . . ,m + n}).

In some assembly systems, flexibility is built in such a
way that common tools or fixtures can be used for different
variants to simplify the production process. In other words,
flexible tools, common fixtures, or shared assembly proce-
dures are assumed to treat a set of variants so that operators’
selections are eliminated. In this case, the associated system’s
complexity reduces, because fewer selections are required.
However, all the assembly processes cannot be simplified by
these strategies and sometimes, flexible tools, common fix-
tures, or shared assembly procedures may need significant
changes in product design and process planning, which are
usually costly if not impossible. In order tomake the relation-
ship between product variants and process requirements to
characterize the impact of flexibility, product-process asso-
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ciation matrix � is defined in which variants are in the row
and states are in the column (Wang et al. 2011). In general,
matrix � for wth assembly activity at workstation l due to
variety added from workstation s is defined as follows:

�w
ls =

⎡

⎢⎢⎢⎣

ω11 ω12 · · · ω1,Jw
ω21 ω22 · · · ω2,Jw
...

...
. . .

...

ωOj ,1 ωOj ,2 · · · ωOj ,Jw

⎤

⎥⎥⎥⎦

Oj×Jw

(12)

where ωva = 1 if variant v at workstation l requires wth
activity to be in state a at workstation s, otherwise ωab = 0
and Jw represents the number of states related towth activity.
It should be noted that if selection flexibility does not exist,
the number of selection alternatives is equal to the number
of variants, i.e. Jw = Oj . But if flexibility is present and
common fixtures and flexible tools can be used, the number
of selection alternatives would be reduced, i.e. Jw < Oj .
We define vector yw

ls = [
y1, y2, . . . , yJw

]
, where

∑
a ya = 1

and ya denotes the probability of being wth activity in state a
at workstation s due to the variants added from workstation
l. Relation (13) shows how yw

ls is calculated based on matrix
Q and Relation (12).

yw
ls = Q j. × �w

ls (13)

where Q j. presents j th row of matrix Q, i.e. the mix ratio
of variants at node j . Now, we are able to calculate H using
vector yw

ls obtained from Relation (13) as follows:

Hw
s = −

Jw∑

a=1

ya log2 ya (14)

After calculating Hw
s s and specifying appropriate values for

λw
s s, the complexity of workstation s is obtained by relation

(10). Then, the total complexity of an assembly line (AS) is

computed by summation of complexity of all workstations
in the assembler, i.e. AS = ∑

s SCs .

System complexity

When the complexity of ASC network and the complexity
of assembly lines inside the assemblers are obtained accord-
ing to Sects. “ASC network complexity” and “Assembly line
complexity”, we would be able to calculate the complexity
of the whole system considering the corresponding weight
factors (WF), i.e. WFNetwork and WFAssembly , as follows:

Total complexity of the system(TC)

= WFNetwork × ASC network complexity (C)

+WFAssembly × Complexity of assembly lines

inside the assemblers (AC) (15)

Illustrative numerical example

This section presents a numerical example to illustrate the
performance of the developed model in the previous section.
For this purpose, Fig. 5 shows a simple ASC network with
five nodes in which nodes 1, 2, and 3 in the rectangular in
the most upstream echelon are the suppliers, node 1 in the
hexagonal is the intermediate sub-assembler and node 2 in
the hexagonal is the final assembler. In addition, node 0 is the
virtual supplier that provides the raw materials for all sup-
pliers in the most upstream echelon. As it is shown in Fig. 5,
a certain number of variants is provided in the suppliers and
hence the possible combinatorial variants are assembled by
the assemblers.

In this numerical example, we suppose that the customers’
demand vector of the final assembler is equal to p5 =

0

1

2

3

1

2

0.16

0.17

0.04

0.10

0.09

0.13

0.15

0.16
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0.31

0.47

0.53 0.33

0.22

0.14
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Fig. 5 The studied ASC network with 5 nodes
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(0.16, 0.17, 0.04, 0.10, 0.09, 0.13, 0.15, 0.16) for eight pos-
sible product variants. If node i is a supplier of node j, it is
clear that piu = ∑

v

p jv . Therefore, based on the vector p5,

the demand vector of the other nodes can be obtained. First,
matrix � is obtained using Relation (3) as follows:

� =

⎡

⎢⎢⎢⎢⎢⎢⎣

δ00 δ01 δ02 δ03 δ04 δ05
δ10 δ11 δ12 δ13 δ14 δ15
δ20 δ21 δ22 δ23 δ24 δ25
δ30 δ31 δ32 δ33 δ34 δ35
δ40 δ41 δ42 δ43 δ44 δ45
δ50 δ51 δ52 δ53 δ54 δ55

⎤

⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎣

0 1 1 1 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎦

Second, for any relationship with δi j = 1 in the ASC network,
the corresponding matrices (P i j ) are obtained as follows:

δ45 = 1 → P45

=

⎡

⎢⎢⎣

0.16 0.17 0 0 0 0 0 0
0 0 0.04 0.10 0 0 0 0
0 0 0 0 0.09 0.13 0 0
0 0 0 0 0 0 0.15 0.16

⎤

⎥⎥⎦

δ34 = 1 → P34 =
[
0.33 0.14 0 0
0 0 0.22 0.31

]
,

δ24 = 1 → P24 =
[
0.33 0 0.22 0
0 0.14 0 0.31

]

δ15 = 1 → P15

=
[
0.16 0 0.04 0 0.09 0 0.15 0
0 0.17 0 0.10 0 0.13 0 0.16

]

δ03 = 1 → P03 = [
0.47 0.53

]
,

δ02 = 1 → P02 = [
0.55 0.45

]
,

δ01 = 1 → P01 = [
0.44 0.56

]

According to Step 3 stated in Sect. “ASC network complex-
ity”, every matrix P i j is normalized by Relation (5) where
A = 7. For example, after normalizing matrix P45, matrix
P̂45 is obtained as follows. Similarly, normalized matrices
P̂34, P̂24, P̂15, P̂03, P̂02, P̂01 are obtained.

P̂45 =

⎡

⎢⎢⎣

0.0229 0.0243 0 0 0 0 0 0
0 0 0.0057 0.0143 0 0 0 0
0 0 0 0 0.0129 0.0186 0 0
0 0 0 0 0 0 0.0214 0.0229

⎤

⎥⎥⎦

Fourth, the complexity measure of any relationship of the
ASC network with δi j = 1 is calculated using Relation (6) as
follows: C45 = 0.8160 bit, C34 = 0.6767 bit, C24 = 0.6767
bit, C15 = 0.8160 bit, C03 = 0.5435 bit, C02 = 0.5429
bit, C01 = 0.5424 bit. Finally, the complexity of the ASC
network is obtained by summing the complexity measures
of all relationships that is C = C45 + C34 + C24 + C15 +
C03 + C02 + C01 = 4.6141 bits.

In the next step, we are going to calculate the com-
plexity of assembly lines in two assemblers of the studied
ASC network in Fig. 4 employing the method presented in
Sect. “Assembly line complexity”. Based on the information
of Fig. 5 and Relation (11), matrix Q takes the following
values:

Q=

⎡

⎢⎢⎢⎢⎣

0.44 0.56 0 0 0 0 0 0
0.55 0.45 0 0 0 0 0 0
0.47 0.53 0 0 0 0 0 0
0.33 0.14 0.22 0.31 0 0 0 0
0.16 0.17 0.04 0.10 0.09 0.13 0.15 0.16

⎤

⎥⎥⎥⎥⎦

Suppose four main assembly activities are recognized in
the assemblers by assigning superscripts 1 to 4 at worksta-
tion s as part selection (As1), tool selection (As2), fixture
selection (As3), and assembly method selection (As4). Each
of these selection activities has a set of alternatives, which
leads to the operator selection complexity. As it can be seen
in Fig. 5, there are two sub-assemblers in the studied ASC
network that each of them has its own complexity. We define
AS1 for the complexity of sub-assembler 1 and AS2 for the
complexity of sub-assembler 2. Figure 6 demonstrates the
configuration of the assembly system in these assemblers. As
in the assemblers two modules from upstream echelons are
assembled, two workstations in a serial line are considered
in each assembler. At each workstation, one corresponding
module should be assembled and the operators must perform
four selection activities during the assembly process (Wang
et al. 2010). Thus according to Relation (9), we have the
following equation for each assembler:

ASi = SC1 + SC2 → ASi

= SC11 + SC22 + SC12 (i = 1, 2)

Then according to Relation (10), for eachworkstation at each
assembler in this example we have:
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Fig. 6 a Configuration and complexity propagation of assembler 1; b Configuration and complexity propagation of assembler 2

SC1 = λ11H
1
1 + λ21H

2
1 ,

SC2 = λ12H
1
2 + λ22H

2
2 + λ32H

3
2 + λ42H

4
2

Atworkstation 1of assembler 1,we consider part selection
(A11) and tool selection (A12) for the feed complexity with
the following rules:

• One of two parts, i.e. variants of module M1is selected
based on the customer demand.

• Use tool 2 if V11 is present and tool 1 if V12 is present.

Therefore, there are two states in the part selection and
tool selection processes and the mapping relationship can
be stated in a � matrix as follows:

�1
11 =

[
1 0
0 1

]
, �2

11 =
[
0 1
1 0

]

At workstation 2 of assembler 1 in addition to feed complex-
ity, there is transfer complexity from workstation 1 with the
following rules:

• One of two different fixtures is selected based on the
variant of M1 installed at workstation 1.

• One of the two different assembly methods is selected
based on the variant of M1 installed at workstation 1.

For instance using Relation (13), we calculate H3
2 for the

third activity of workstation 2 added from workstation 1 at
assembler 1 as follows:

y312 = [
y1 y2

] = Q2· × �3
12

= [
0.55 0.45

] ×
[
0 1
1 0

]
= [

0.45 0.55
]

→ H3
2 = −

2∑

a=1

ya log2 ya

= − (
0.45 × log2 0.45 + 0.55 × log2 0.55

)

= 0.9928 bit

It should be noted if a common assembly method is adopted
at workstation 2 of assembler 1, the samemethod can be used
for V21 and V22. So, � matrix would be as follows:

�4
12 =

[
0 1
0 1

]

It can simply reduce to the following form:

�4
12 =

[
1
1

]

Table 1 reports more details on measuring the complexity of
two assemblers in the studied example.

Finally, the total complexity of the whole studied system
can be obtained by Relation (15) as follows:

TC = C + AC, AC = AS1 + AS2 → TC

= 4.6141 + 0.8289 + 0.9680 = 6.411 bits

Proposed algorithm to generate different ASC
configurations

This section investigates how to generate different feasible
configurations of ASCs while there is specific number of
modules for producing a product family. The main purpose
is to find the optimal ASC configuration among the gener-
ated feasible networks in terms of complexity measure for
the given number of variants at the final assembler and the
corresponding mix ratios of these variants. In order to reflect
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Table 1 Details of the complexity calculation for two assemblers in the numerical example

Assembler Workstation (s) w Selection activity � matrix y vector H term

1 1 1 Part selection �1
11 =

[
1 0
0 1

]
y111 = [

0.55 0.45
]

H1
1 = 0.9928

2 Tool selection �2
11 =

[
0 1
1 0

]
y211 = [

0.45 0.55
]

H2
1 = 0.9928

2 1 Part selection �1
22 =

[
1 0
0 1

]
y122 = [

0.47 0.53
]

H1
2 = 0.9974

2 Tool selection �2
22 =

[
0 1
1 0

]
y222 = [

0.53 0.47
]

H2
2 = 0.9974

3 Fixture selection �3
12 =

[
0 1
1 0

]
y312 = [

0.45 0.55
]

H3
2 = 0.9928

4 Assembly method selection �4
12 =

[
1
1

]
y412 = [1] H4

2 = 0

Total complexity of assembler 1 with equal weights: AS1 = 0.8289

2 1 1 Part selection �1
11 =

[
1 0
0 1

]
y111 = [

0.44 0.56
]

H1
1 = 0.9896

2 Tool selection �2
11 =

[
0 1
1 0

]
y211 = [

0.56 0.44
]

H2
1 = 0.9896

2 1 Part selection �1
22 =

⎡

⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤

⎥⎥⎦ y122 = [
0.33 0.14 0.22 0.31

]
H1
2 = 0.9974

2 Tool selection �2
22 =

⎡

⎢⎢⎣

1 0 0
0 1 0
1 0 0
0 0 1

⎤

⎥⎥⎦ y222 = [
0.55 0.14 0.31

]
H2
2 = 0.9249

3 Fixture selection �3
12 =

[
0 1
1 0

]
y312 = [

0.56 0.44
]

H3
2 = 0.9896

4 Assembly method selection �4
12 =

[
1 0
0 1

]
y412 = [

0.44 0.56
]

H4
2 = 0.9896

Total complexity of assembler 2 with equal weights: AS2 = 0.9680

the real-world settings adequately, it is assumed that assem-
bly sequence constraints exist in the assembly process. For
instance in the assembly process of a laptop, the keyboard
should be assembled after other required components are
assembled to the main board. First, we propose a decom-
position algorithm to generate all feasible ASC networks.
Then based on the complexity measure obtained in the previ-
ous section, the optimal ASC network that has the minimum
complexity is found.

Wefirstly investigate theoretically the configuration selec-
tion problem in two following special scenarios: (1) demand
shares are equal for all variants at thefinal assembler; (2) there
is one dominant variant among all the variants demanded by
the customers to the final assembler. In other words, there is
one dominant variant preferred by most customers and the
corresponding demand share is much larger than the demand
share of other variants.

Lemma 1 Assume demand shares are equal for all the vari-
ants provided by the final assembler, i.e., pn = ( 1

On , 1
On , . . . ,

1
On ). For the sake of simplicity, suppose all the nodes in

the most upstream echelon supply the same number of vari-
ants, i.e. O1 = O2 = . . . = Om = O and hence we have
On = ∏m

i=1 Oi = Om. In this case, for a large number of
variants produced at each node in the most upstream eche-
lon (O) and a large number of suppliers (m), modular ASC
network is more preferable than non-modular network.

Proof At first, suppose a non-modular ASC network is con-
sidered. In this case, we have pi = ( 1

O , 1
O , . . ., 1

O )1×O , Bi
=1 for i = 1, 2, . . .,m, pn = ( 1

Om , 1
Om , . . . , 1

Om

)
1×Om , Bn =

m for the final assembler (here n = 1) and A = 2m. Since
we have piv = ∑m+n

j=1
∑Oi

u=1 p
i j
uv , Relation (8) obtained in

Sect. “ASC network complexity” can be rewritten as follows
as a simplified relation:

C = log2 A − 1

A

m+n∑

i=1

Bi

Oi∑

v=1

piv · log2 piv (16)

where Bi is the number of suppliers related to node i =
1, 2, . . .,m + n. Now, the complexity of non-modular ASC
network can be calculated as follows:
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Fig. 7 The studied modular ASC network in Lemma 1 with one inter-
mediate sub-assembler

C1 = log2 A − 1

A⎛

⎝
m∑

i=1

O∑

v=1

piv · log2 piv + m
Om∑

v=1

pnv · log2 pnv

⎞

⎠

= log2 2m − 1

2m

(−m log2 O − m log2 O
m)

→ C1 = log2 2m +
(
m + 1

2

)
log2 O

In the second case, suppose a simple modular ASC network
with only one sub-assembler for assembling the component
provided by suppliers 1, 2, . . .,m − 1 (See Fig. 7). In this
case, we have pi = ( 1

O , 1
O , . . ., 1

O )1×O , Bi = 1 for i =
1, 2, . . .,m, pn−1 =

(
1

Om−1 ,
1

Om−1 , . . . ,
1

Om−1

)

1×Om−1
,

Bn−1 = m − 1, pn = ( 1
Om , 1

Om , . . . , 1
Om

)
1×Om , Bn = 2

for the final assembler (here n = 2) and A = 2m + 1. So,
the network complexity is obtained as follows:

C2 = log2 A − 1

A

(
m∑

i=1

O∑

v=1

piv · log2 piv + (m − 1)

Om−1∑

v=1

pn−1,v · log2 pn−1,v + 2
Om∑

v=1

pnv · log2 pnv

⎞

⎠

→ C2 = log2(2m + 1) − 1

2m + 1

(−m log2 O − (m − 1) log2 O
(m−1) − 2 log2 O

m)

= log2(2m + 1) +
(
m2 + m + 1

2m + 1

)
log2 O

Then the difference between complexity of these two net-
works is obtained as follows:

C2 − C1 = log2 (2m + 1) +
(
m2 + m + 1

2m + 1

)
log2 O

− log2 2m −
(
m + 1

2

)
log2 O

= log2

(
2m + 1

2m

)
−

(
m2 + m + 1

2m + 1
− m + 1

2

)
log2 O

→ C2 − C1 = log2

(
1 + 1

2m

)
−

(
m − 1

2(2m + 1)

)
log2 O

(17)

In Relation (17) for a given m, we have C2 − C1 = α −
β log2 O where α = log2

(
1 + 1

2m

)
> 0 and β = m−1

2(2m+1) >

0. Figures 8–9 demonstrate the behavior of this relation in
terms of differentm and O . As it can be seen in these figures,
the obtained relation for C2 −C1 is a decreasing function of
O; it would be less than zero (C2 − C1 < 0) for m ≥ 4 and
large amounts of O. In addition, the difference between C1

and C2 increases when the values of m and O increase. Thus
for bigO andm, we have C2 < C1, i.e. the complexity of the
studied modular ASC network is lower than that of the non-
modular ASC network. Therefore, we have shown that there
is at least one modular ASC network with lower complexity
than that of the non-modular ASC network when O and m
are big enough. �	
Lemma 2 Suppose that among all Vn demanded by the cus-
tomers to the final assembler, there is one specific dominant
product, denoted as variant d, its corresponding demand
share, i.e. pnd , is much bigger than other variants. If
the demand share of that dominant variant increases and
approaches 1, i.e, pnd → 1, two main consequences are
obtained:
1) The complexity of the ASC network shown in Fig. 3 only
depends on the supply chain structure and equals to log2 A,
whereA is the total number of arcs in the supply chain, includ-
ing the arcs from the virtual supplier to the nodes in the most
upstream echelon;
2) The optimal ASC configuration should be non-modular
network.

Proof Suppose the demand vector of the final assembler is
pn = (pn1, pn2, . . . , pnOn ). It is assumed that the dominant
variant is variant d (1 ≤ d ≤ On) where the demand share
of this variant is equal to pnd . When the demand share of
variant d is increased at the final assembler by the customers
and approaches to 1, i.e. pnd → 1, the demand share of
variant d at node i is also increased and approaches to 1, i.e.
pid → 1. In addition in this case, the demand share of other
variants would approach 0, i.e. piv → 0 (v = 1, 2, . . . , On

where v 
= d), because we know that
∑On

v=1 piv = 1. So, the
ASC network complexity is obtained as follows:
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Fig. 8 The difference between complexity of two studied networks (C2 −C1) versus number of variants (O) for different number of suppliers (m)
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Fig. 9 The difference between complexity of two studied networks (C2 −C1) versus different number of suppliers (m) for number of variants (O)

C = log2 A − 1

A

m+n∑

i=1

Bi

Oi∑

v=1

piv · log2 piv

→ C = log2 A − 1

A

m+n∑

i=1

Bi

⎛

⎜⎜⎜⎜⎜⎜⎝
pid · log2 pid +

Oi∑

v = 1
v 
= d

piv · log2 piv

⎞

⎟⎟⎟⎟⎟⎟⎠
(18)

Since pid → 1, we have pid ·log2 pid = 1. log2 1 = 0. How-
ever, as piv → 0 (∀v 
= d), we have piv · log2 piv is 0 × ∞
limit type. In calculus, L’Hôpital’s rule can be utilized to cal-
culate limits involving indeterminate forms using derivatives
(Taylor 1952). This rule in the simplest form states that for
functions f and gwhich are differentiable on an open interval
I, if limx→c f (x) = limx→cg(x) = 0 or ± ∞, limx→c

f ′(x)
g′(x)

exists, and g′(x) 
= 0 for x ∈ I − {c}, then the following
relation can be written:

limx→c
f (x)

g(x)
= limx→c

f ′(x)
g′(x)

(19)
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Using Relation (19), we have:

lim piv→0 piv · log2 piv = limpiv→0
log2 piv
1/piv

= limpiv→0

(
log2 piv

)′

(1/piv)′

= limpiv→0
1/(ln 2 × piv)

−1/(piv)2

= limpiv→0 − piv
ln 2

= 0.

By substituting the obtained values in Relation (18), the com-
plexity of ASC network is equal to C = log2 A, where A is
the number of total arcs in the network. Therefore in this
case, the ASC network complexity is only dependent on the
number of arcs. As it is clear and can be seen in Fig. 3, A is
obtained by the following relationship without considering
the arcs to the customers:

A = 2m + n − 1 (20)

where m and n denote the number of suppliers in the most
upstream echelon and the number of assemblers, respec-
tively. Since m is fixed, in order to obtain the minimum
amount of A in Relation C = log2 A, we should select the
minimum n. As it is shown in Fig. 1, non-modular ASC
network has the minimum number of assemblers that is
n = 1 and the corresponding ASC network complexity is
C = log2 2m, because in this case A = 2m. Thus, it was
demonstrated that in the scenario of one dominant variant,
the optimal ASC configuration is non-modular. �	

If it is recognized that modular configuration is more ben-
eficial than non-modular, a method is required to generate
different networks in order to connect nodes in the upstream
nodes to the final assembler. Furthermore, there are different
possible alternatives for each configuration due to differ-
ent locations of suppliers in the most upstream echelon. For
example, suppose there are four nodes in the most upstream
echelon as the initial suppliers in which each supplier pro-
vides one of the modules M1, M2, M3, and M4. In this case,
five different configurations can be generated as shown in
Fig. 10 where the corresponding alternatives for configura-
tions No. 2 and No. 4 have been demonstrated. As it can be
seen in this figure, configurations No. 2 and No. 4 have four
and three possible ASC alternatives, respectively.

In order to obtain all possible ASC configurations, at
first we need to define symbols “{” and “}” for assembling
modules together. For instance, sub-assembly {M1M3M4}
indicates that modules M1, M3 and M4 are assembled
together at one node but sub-assembly {{M1M3}M4} indi-
cates that at first, modules M1 and M3 are assembled at node
M1M3 and thenmoduleM4 is added to them at another node.

Webbink and Hu (2005) employ a similar definition to
represent the systemconfigurations in themanufacturing sys-
tem design area and develop a decomposition algorithm to
generate the manufacturing system configurations consist-
ing n workstations based on their definition. In this paper,
we utilize the similar definition to represent ASC networks
in which one pair of braces denotes an assembly relation-
ship. Starting from the most upstream echelon of the supply
chain and moving to the final assembler, a pair of braces
is added when an assembly relationship is required. This
process is repeated until the final assembler is reached. For
example, in the first alternative of configuration No. 4 in
Fig. 10a, starting from the most upstream echelon with four
suppliers and moving forward, modules M1 and M2 are
assembled together at node M1M2 and one pair of braces
is added, so sub-assembly {M1M2} is obtained. In a similar
way, sub-assembly {M3M4} is obtained. Moving forward,
sub-assemblies {M1M2} and {M3M4} are assembled together
at the final assembler and one more pair of braces is added.
Therefore, {{M1M2}{M3M4}} is obtained at the final assem-
bler of the above-mentioned configuration.

After defining this method for ASC, an iterative decom-
position algorithm is proposed to generate all possible ASC
candidates when the number of nodes in the most upstream
echelon is given. As mentioned before, in order to reflect
the real-world situation, it is assumed that there is assem-
bly sequence constraint (precedence constraint) to obtain the
final product. Therefore considering this assumption, the pro-
posed algorithm has the following steps:
Step 1- Based on the number of modules at the final product,
generate all sets of sub-assemblies and modules, which can
be produced by the nodes in all possible ASC networks. In

this case, if there are m suppliers, we can generate

(
m
1

)
+

(
m
2

)
+· · ·+

(
m

m − 1

)
sets of sub-assemblies andmodules.

For example, if there are four modules M1, M2, M3, and M4

similar to Fig. 10, the generated sub-assemblies and modules
are {M1}, {M2}, {M3}, {M4}, {M1M2}, {M1M3}, {M1M4},
{M2M3}, {M2M4}, {M3M4}, {M1M2M3}, {M1M2M4},
{M1M3M4}.
Step 2- List all possible assembly combinations of sub-
assemblies and modules generated from Step 1, through
which the final product can be obtained after the first decom-
position and then one pair of braces is added. In the simple
example presented in Step 1, 14 possible combinations are
{{M1M2M3}{M4}}, {{M1M2M4}{M3}}, {{M1M3M4}{M2}},
{{M2M3M4}{M1}}, {{M1M2}{M3}{M4}}, {{M1M3}{M2}
{M4}}, {{M1M4}{M2}{M3}}, {{M2M3}{M1}{M4}}, {{M2M4}
{M1}{M3}}, {{M3M4}{M1}{M2}}, {{M1M2}{M3M4}},
{{M1M3}{M2M4}}, {{M1M4}{M2M3}}, {{M1}{M2}{M3}
{M4}}. As it is clear, in the generated combinations in this
step, only one stage of decomposition has been performed.
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Fig. 10 The possible ASC network with four suppliers and the corresponding alternatives for configurations No. 2 and No. 4
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Fig. 11 The precedence diagram for the illustrative example with 4
modules

Step 3- Based on the available precedence constraints, check
the feasibility of the generated combinations in Step 2 and
delete the infeasible ones that do not meet the constraints.
Step 4- For feasible combinations obtained from Step 3,
check the cardinality of each inner braces. If there is the inner
braces with the cardinality more than one, a sub-assembly
relationship is required for that inner braces. In this case,
that sub-assembly is treated as the final product in Step 1.
Thus, go back to Step 1 and repeat the process until the car-
dinality of all inner braces equals one, which means no more
decomposition in sub-assemblies is required.

In order to illustrate the proposed algorithm, the simple
above-mentioned example with four modules (suppliers) is
employed. For this purpose, suppose a precedence diagram
as shown in Fig. 11 in which modules M2 and M3 cannot be
assembled until module M1 is assembled. In addition, mod-
ule M4 must be assembled after modules M2 and M3 are
assembled. Table 2 reports the details of above-mentioned
algorithm. As it can be seen in Table 2, the possible assembly

combinations have been presented in the first column (Stage
1), as mentioned in Step 1. Then, the feasibility check of the
combinations is performed and the corresponding result for
each combination is reported in “Status” column as “Feasi-
ble” or “Infeasible”. In this way, the infeasible combinations
are not decomposed, so the efficiency of the proposed algo-
rithm increases. The second decomposition in Stage 2 is
performed with four feasible combinations in which for the
second and third ones, there are two decompositions. In each
stage, the cardinality of the inner braces is checked and the
decomposition continues until all cardinalities equal one.
In the studied example in this section, the decomposition
process continues until Stage 3 in some combinations. Last
column of Table 2 shows the corresponding configurations
with generated combinations.

Selection of optimal ASC network

In this section, we are going to find the optimal assem-
bly supply chain under general demands, while the number
of variants at the final assembler and the mix ratios of
these variants are given. For this purpose, after obtain-
ing the feasible ASC candidates using the decomposition
iterative algorithm presented in Sect. “Proposed algorithm
to generate different ASC configurations”, the optimal
network can be obtained comparing the total complex-
ity values of these candidates. For better understanding,
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Table 2 The iterative decomposition method to generate feasible ASC networks

Decomposition of final product M1M2M3M4 Status Configuration

Stage 1 Stage 2 Stage 3

{{M1}{M2}{M3}{M4}} - Feasible

{{M1M2M3}{M4}} {{M1}{M2}{M3}{M4}} Feasible

{{M1M2M4}{M3}} - Infeasible

{{M1M3M4}{M2}} - Infeasible

{{M2M3M4}{M1}} - Infeasible

{{M1M2}{M3}{M4}} {{{M1}{M2}}{M3}{M4}} Feasible
{{{M1M2}{M3}}{M4}} {{{{M1}{M2}}{M3}}{M4}}

{{M1M3}{M2}{M4}} {{{M1}{M3}}{M2}{M4}} Feasible

{{{M1M3}{M2}}{M4}} {{{{M1}{M3}}{M2}}{M4}}
{{M1M4}{M2}{M3}} - Infeasible

{{M2M3}{M1}{M4}} - Infeasible

{{M2M4}{M1}{M3}} - Infeasible

{{M3M4}{M1}{M2}} - Infeasible

{{M1M2}{M3M4}} - Infeasible

{{M1M3}{M2M4}} - Infeasible

{{M1M4}{M2M3}} - Infeasible

Table 3 Comparison of the
total complexity among feasible
configurations

No. Feasible
configuration

Network
complexity
(C)

Assembly line
complexity
(AC)

Total
complexity
(TC)

1 M1

M2

M3

M4

M1M2M3M4

5.2929 1.9954 7.2883

2 M1

M2

M3

M4

M1M2M3

M1M2M3M4

5.3532 1.8302 7.1834

3 M1

M2

M3

M4

M1M2

M1M2M3M4

5.2384 1.8095 7.0479

4 M1

M3

M2

M4

M1M3

M1M2M3M4

5.2370 1.8127 7.0497
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Table 3 continued
No. Feasible

configuration
Network
complexity
(C)

Assembly line
complexity
(AC)

Total
complexity
(TC)

5 M1

M2

M3

M4

M1M2

M1M2M3M4

M1M2M3

5.3903 2.3635 7.7538

6 M1

M3

M2

M4

M1M3

M1M2M3M4

M1M2M3

5.4015 2.3851 7.7866

the simple example with four modules presented in Sect.
“Proposed algorithm to generate different ASC configura-
tions” is used here. In this example according to Table
2, there are 4 feasible ASC networks. Suppose there
are 16 variants at the final assembler with the demand
vector as pi = (0.07, 0.00, 0.02, 0.12, 0.10, 0.14, 0.09,
0.05, 0.03, 0.09, 0.01, 0.04, 0.06, 0.00, 0.08, 0.10) where
each supplier provides one module and each module has two
variants. Table 3 reports the details of measuring the total
complexity for the feasible ASC networks based on descrip-
tions of Sects. “Modeling and measuring of the complexity”
and “Proposed algorithm to generate different ASC config-
urations” in which TC is obtained with equal weights. As it
can be seen in Table 3, configuration No. 3 has the minimum
total complexity among 6 feasible configurations. It should
be noted that the total complexity in the last column of Table
3 is calculated using Relation (15) with equal weight factors.

Conclusions and future studies

This paper dealt with the complexity modeling of assem-
bly supply chains (ASCs) based on Shannon’s information
entropy. For this purpose, after calculating the complexity of
ASC network and the complexity of assembly lines inside
the assemblers, the total complexity of the whole system
was measured. The definition of complexity measure in this
paper was developed by integrating the detailed information
of the supply chain configuration, the number of variants
at each node of ASC network and the corresponding mix
ratios of these variants. In addition, an algorithm was pro-
posed to generate different feasible configurations of ASCs
while there are assembly sequence constraints in the assem-
bly process and specific number of variants for a product
family. Finally, the proposed complexity measure was used
to find the optimal ASC configuration among the generated
feasible networks for the given number of variants and mix
ratios at the final assembler.

This paper studied forward supply chain networks. Future
research can be focused on complexity modeling of reverse
supply chain networks and disassembly operations. Mea-
suring the costs associated with increase in the structural
complexity with respect to different cost structures for the
elements that contribute to the complexity can be another
challenge for future studies.
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