
Chapter 1
Complex Systems and Control:
The Paradigms of Structure Evolving
Systems and System of Systems

Nicos Karcanias and Maria Livada

Abstract This chapter deals with two rather new notions of complexity emerging
in Engineering Systems, reviews existing approaches and results and introduces a
number of open problems defining a research agenda in the field. We examine these
notions based on the fundamentals of a systemic framework and from the perspective
of Systems and Control Theory. The two new major paradigms expressing forms
of engineering complexity which have recently emerged are the new paradigms of
Structure Evolving Systems (SES) and Systems of Systems (SoS). The origin and types
of complexity linked to each one of these families are considered, and an effort is
made to relate these new types of complexity to engineering problems and link the
emerging open issues to problems and techniques from Systems and Control Theory.
The engineering areas introducing these new types of complexity are linked to the
problems of Integrated System Design and Integrated System Operations.

1.1 Introduction

Complex Systems is a term that emerges in many disciplines and domains [9] and
has many interpretations, implications and problems associated with it. The spe-
cific domain provides dominant features and characterizes the nature of problems
to be considered. A major classification of such systems is to those linked with
physical processes (physics, biology, genetics, ecosystems, social, etc.) and the arti-
ficial, which are man-made (engineering, technology, energy, transport, software,
management and finance, etc.). We are dealing with man-made systems and we are
interested in identifying generic types of system complexity among the different
problem domains and then identify the relevant concepts and tools that can handle
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the different types of complexity and then enable the design or redesign of complex
systems–processes. There is a need to develop generic methodologies and tools that
can be applied across the different problem domains. This research aims to identify
Systems and Control concepts and tools which are important in the development
of methodologies for the Management of Complexity of engineering-type complex
systems.

Existing methods in Systems and Control deal predominantly with fixed systems,
where components, interconnection topology, measurement–actuation schemes and
control structures are specified. Two newmajor paradigms expressing forms of engi-
neering complexity which have recently emerged are the new paradigms of

• Structure Evolving Systems (SES) [32]
• Systems of Systems (SoS) [23, 37, 50]

Using the traditional view of the meaning of the system (components, intercon-
nection topology, environment), the common element between the first two new
paradigms is that the interconnection topology may vary and evolve in the case
of SES, whereas in the case of SoS the interconnection rule is generalized to a new
notion of “systems play” [33] defined on the individual system goals. The paper deals
with the fundamentals regarding representation, structure and properties of those two
challenging classes, demonstrates the significance of traditional systems and control
theory, and introduces a new research agenda for control theory defined by:

Structure Evolving Systems [32]: Such a class of systems emerges in natural
processes such as Biology, Genetics, Crystallography [24], etc. The area of man-
made processes includes Engineering Design, Power Systems under de-regulation,
Integrated Design and Redesign of Engineering Systems (Process Systems, Flexible
Space Structures, etc.), Systems Instrumentation, Design over the Life Cycle of pro-
cesses, Control of Communication Networks, Supply Chain Management, Business
Process Re-engineering, etc. This family deviates from the traditional assumption
that the system is fixed and its dominant features, introducing types of system com-
plexity related to the following:

• The topology of interconnections is not fixed but may vary through the life cycle
of the system (Variability of Interconnection Topology Complexity).

• The overall system may evolve through the early–late stages of the design process
(Design Time Evolution).

• There may be variability and/or uncertainty on the system’s environment dur-
ing the life cycle requiring flexibility in organization and operability (Life Cycle
Complexity).

• The system may be large scale and multicomponent, and this may impact on
methodologies and computations (Large Scale—Multicomponent Complexity).

• There may be variability in the Organizational Structures of the information and
decision-making (control) in response to changes in goals and operational require-
ments (Organizational Complexity Variability).

The above features characterize a new paradigm in systems theory and introduce
major challenges for Control Theory and Design and Systems Engineering. There
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are different forms of structure evolution. Integrated SystemDesign has been an area
that has motivated some of the early studies on SES. The integration of traditional
design stages [28], such as Process Synthesis (PS), Global Instrumentation (GS) and
finallyControlDesign (CD), is an evolutionary process as farmodel system formation
and two typical forms of evolution are the structural design evolution, the early–late
design evolution and the interconnection topology evolution [32]. Methodologies
and tools developed for Fixed Structure Systems (FES) cannot meet the challenges
of the SES class and new developments on the level of concepts, modelling, analysis
and synthesis methodologies are needed. The research is influenced by the need to
address life cycle and redesign issues, and such problems have a strong technological
and economic dimension.

Systemof Systems: The notion of “System of Systems” (SoS) has emerged inmany
fields of applications from air traffic control to constellations of satellites, integrated
operations of industrial systems in an extended enterprise to future combat systems
[23, 50]. Such systems introduce a new systems paradigm with main characteris-
tic the interaction of many independent, autonomous systems, frequently of large
dimensions, which are brought together in order to satisfy a global goal and under
certain rules of engagement. These complex multisystems are very interdependent,
but exhibit features well beyond the standard notion of system composition. They
represent a synthesis of systems which themselves have a degree of autonomy, but
this composition is subject to a central task and related rules defined as “systemplays”
[33] expressing the subjection of subsystems to a central task. This generalization
of the interconnection topology notion introduces special features and challenging
problems, which are different than those linked to the design of traditional systems
in engineering. The distinguishing features of this new form of complexity are as
follows [32]:

• The role of “objects” or “subsystems” of the traditional system definition is taken
by the notion of the autonomous agent, and it is characterized by some form of
intelligence. This is linked to the notion of “integrated intelligent system” defining
an autonomous intelligent agent.

• The notion of “interconnection topology” of traditional systems is generalized to
that of “systems play” which is expressed at the level of goals of autonomous
intelligent agents [71].

• Decision-making and control are linked to the nature of the “systems play” which
among other fields may be linked to cooperative control, game among the subsys-
tems, etc.

• System organization (Hierarchical-Multilevel, Holonic [67], etc.) defines an inter-
nal form of system structure and this plays a central role in the characterization of
the notion of emergent properties.

The problem of Systems Redesign has been only partially addressed in engineering
as redesign of control structure in response to faults, and it has been an active area
in business [65]. This problem may be considered within the framework of Inte-
grated Systems Design and leads to problems in the SES area [32]. Understanding
the issues linked to SES and SoS is critical in addressing the problem in its entirety
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from an engineering perspective. Addressing the issues of SES and SoS has important
implications for the underpinning Control Theory and relatedDesignmethodologies.
Control Theory and Design has developed considerably in the last 40 years. How-
ever, the underlying assumption has always been that the system has been already
designed and thus control has been viewed as the final stage of the design process
on a system that has been formed. The new paradigms deviating from the “fixed sys-
tem structure assumption” introduce new challenges for Control Theory and Control
Design. These force us to reconsider some of the fundamentals (viewing Control as
the final design stage on a formed system) and create the need for new developments
where Control provides the concept and tools intervening in the overall design pro-
cess, even at stages where the system is not fixed but may vary, and may be under
some evolution. Traditional Control has been capable to deal with uncertainty at the
unit process level, but now has to develop to a new stage where it has to handle issues
of structural, dynamic evolution of the system as well as control in the context of
a “systems play”. The paper aims to provide an overview of these new areas, deal
with issues of representation, examine different forms of system evolution, define
the relevant concepts and tools, provide a systems based characterization of SoS, and
introduce a research agenda for these new paradigms. Integral part of the effort is the
linking of these new challenges to well-defined systems and control concepts and
methodologies.

The paper is structured as follows: Section 1.2 reviews the notions of the system
and summarizes the emergent forms of complexity. In Sect. 1.3, we review the three
major engineering problems which introduce types of complexity, that is, the prob-
lems of Integrated Design, Integrated Operations and Re-engineering, and identify
the different types of systems complexity which will be the main subject of the sub-
sequent sections. Section 1.4 deals with the evolution of models from the early to late
design stages, different types of system evolution are considered and the problems
associated with them are specified. We consider external and then internal system
representations. We examine the notion of a Progenitor model and the derivation of
models for control design. This is linked to a form of evolution where the input and
output system dimensions are reduced and considered in Sect. 1.5. An alternative
formulation based on internal descriptions, where a process graph is defined with
fixed nodal cardinality and subsystem models of variable complexity, and or fixed
dynamics of subsystems and variable nodal cardinality. The evolution of systems
linked to the cascade design process is considered in Sect. 1.5. We consider an evo-
lution type linked to system composition by design of the interconnection graph, and
then additional types of evolution associated with the selection of sets of inputs and
outputs, referred to here as “systems instrumentation”. Within the latter category,
we distinguish two distinct forms of evolution, the introduction of orientation in
implicit models and the model projection problems. Section 1.6 deals with multidi-
mensional system view linked to an integrated hierarchical structure and introduces
system aspects related to the variable complexity and a different nature of subsys-
tem models. We also provide a characterization of system and emergent properties
for the system. The notion of System of Systems (SoS) is considered in Sect. 1.7.
We review first the relative literature which provides an empirical definition of this
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notion. We then introduce the notion of the Integrated Autonomous System which
is integral part of the new systemic definition for SoS. The crucial element of the
new definition is the notion of the “systems play” and its characterization in terms of
standard systems and control concepts and methods is considered. Finally, Sect. 1.8
provides the conclusions, which are in the form of a research agenda for such new
families of complex systems.

1.2 The Notion of the System

The development of a systems framework for general systems is not a new activity
[52]. Such developments have been influenced predominantly by the standard engi-
neering paradigm. Addressing the variety of new paradigms emerging in man-made
systems requires a further development of the standard notion [31]. We will recon-
sider existing concepts and notions from the general systems area, detach them from
the influences of specific paradigms and generalize them appropriately to make them
relevant for the new challenges. We use the following standard systems definition.

Definition 1.1 A system is an interconnection and organization of objects that is
embedded in a given environment.

This definition is very general and uses as fundamental elements the primitive notions
of objects, connectivities–relations (topology), and environment, and for man-made
systems involves the notion of system purpose, goal. It can be symbolically denoted
as in Fig. 1.1.

Fig. 1.1 The notion of the system
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The notion of the object is considered to be themost primitive element, or a system
and this allows us to use it in any domain. We define the notion of the object as:

Definition 1.2 An object, B, is a general unit (abstract, or physical) defined in terms
of its attributes and the possible relations between them.

Remark 1.1 This definition of a system is suitable for the study of “soft”, as well
as “hard” systems and it is based on a variety of paradigms coming from many and
diverse disciplines. It refers essentially to simple systems since issues of internal
organization are reduced only to the interconnection topology. Systems with internal
organization will be referred to as integrated systems and they will be considered in
the following section. These definitions do not make use of notions such as causality,
input–output orientation, definition of goal, behaviour, and so on.Quite a few systems
do not involve these features, and thus they have to be introduced as additional
properties of certain families.

A more explicit description of the notion of the system that involves some form
of orientation and which also describes the basic signals is given in Fig. 1.2 where
the basic variables are also included. These are the control inputs u, the outputs y,
the internal variables z, the input connections e and output connections w. Note that
input and output influences are the result of the given system being embedded in a
larger system; v may also represent disturbances. For composite systems having μ

subsystems Sa, j we denote by dv, j , dq, j the dimensions of the input and output influ-
ences of Sa, j ; then μ will be referred to as the order and

{(
dv, j , dq, j

)
, j = 1, ..., μ

}

as the cardinality of the order composite system.
Issues of complexity are naturally connected with the above description and they

may be classified in the following categories:

• Objects, Subsystems nature and their variability

Fig. 1.2 The notion of the system with the basic variables
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• Interconnection topology variability (variability of order and cardinality)
• Internal System Organization (non-simple systems)
• Embedding the system to a larger system
• System Design and Redesign
• System Operations
• System Dimensionality
• Support activities related to Data, Information and Computations
• Uncertainty in system description

Central to all above categories of system complexity are issues of system variabil-
ity due to different types of evolution. The paper is considering the different types
of evolutionary processes described above.

1.3 Integrated Design and Operations

The problem of system integration in engineering systems is a technological chal-
lenge, and it is perceived by different communities from different viewpoints. Sys-
tems Integration means linking the different stages of systems design in the shaping
of the system, relating the functions of system operations and establishing a frame-
work where operational targets are translated to design tasks. This problem has been
treatedmostly as a software problem, and themultidisciplinary nature of the problem
(apart from software and data) has been neglected. The significance of integration
has created some urgency in working out solutions to difficult problems and this has
led to the development of interdisciplinary teams empowered with the task to create
such solutions. The key issue here is the lack of methodology that bridges disci-
plines and provides a framework for studying problems in the interface of particular
tasks. The problem of integrating design has been considered in [22, 28, 63]. Recent
developments in the area of hybrid systems [5], new developments in the area of
organization and overall architectures [67] contribute to the emergence of elements
for the integration of system operations. There are, however, many more aspects
of the effort to develop a framework of integration which are currently missing. A
general view of manufacturing systems involves the following [22]:

1. System Design Issues
2. Operational Issues–Signals and Operations
3. Business Activities
4. Vertical Activities–Data, IT, Software

The diagram indicates a natural nesting of problemareas,where design issues provide
the core, linked with the formation of the physical process that realizes production.
Production-level activities take place on agiven system, they aremostly organized in a
hierarchicalmanner and they realize the higher level strategies decided at the business
level. Vertical activities are issues going through the Business–Operations–Design
hierarchy and they have different interpretations at the corresponding level. The
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Physical Process Dimension deals with issues of design–redesign of the Engineering
Process and here the issues are those related to integrated design [8, 22, 28, 49,
57, 58]. The Signals, Operations Dimension is concerned with the study of the
different operations, functions based on the Physical Process and it is thus closely
related to operations for production. In this area, signals, information extracted from
the process are the fundamentals and the problem of integration is concerned with
understanding the connectivities between the alternative operations, functionalities
and having some means to regulate the overall behaviour. Both design, operations
and business generate and rely on data and deploy software tools, and such issues are
considered as vertical activities. Compatibility and consistency of the corresponding
data structures and software tools express the problem of software integration.

The operation of production of the types frequently found in the Process Industries
relies on the functionalities, which are illustrated in Fig. 1.3. Such general activities
may be grouped as [22] (i) Enterprise Organization Layers, (ii) Monitoring functions
providing information to upper layers and (iii)Control functions setting goals to lower
layers. The process unit with its associated Instrumentation are the primary sources
of information. However, processing of information can take place at the higher layer.
Control actions of different nature are distributed along the different layers of the
hierarchy.

Themain layer of technical supervisory control functions involves [22, 58]: Qual-
ity Analysis and Control; State Assessment, Off Normal Handling andMaintenance;
Supervisory control and Optimization; and Identification, Parameter Estimation,
Data Reconciliation. These are of supervisory nature activities and refer to the pro-
cess operator. The automated part of the physical process refers to Process control
and involves [22, 58] Regulation, End Point and Sequence Control; Emergency Pro-
tection; and Process Instrumentation and Information System.

It is apparent that the complexity of operating the production system is very
high. A dominant approach as far as organizing such activities is through a Hierar-
chical Structuring [53] considered here. However, other forms of organization have
emerged [67], but their full potential has not yet been explored. The study of Industrial
Processes requires models of different types. The borderlines between the families
of Operational Models (OM) and Design Models (DM) are not always very clear
and frequently the same model may be used for some functions. Handling the high
complexity of the overall system is through aggregation, modularization and hierar-
chization [8], and this is what characterizes the overall OPPCP structure described in
Fig. 1.3. The production system may be viewed as an information system, and thus
notions of complexity are naturally associated with it [49].

It is clear that for engineering-type problems the notion of the system emerging is
more elaborate than the notion of the simple system introduced in the previous section.
Systems produced as results of design with operations expressing the functionalities
related to the system goal may be referred to as integrated systems. Such systems
have the design process linked to the physical (engineering) process and an internal
organization referred to the different operational functionalities, and all these are
supported by signals and data. The integrated system has forms of complexity which
may be classified as
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Fig. 1.3 System and its operational hierarchy © [2011] IEEE. Reprinted, with permission,
from [22]

1. Integrated Design types of complexity
2. System organization types of complexity
3. System of Systems type of complexity
4. System Re-engineering types of complexity

Note that engineering design is an iterative process and we may distinguish early
stages of design and late stages of design [32]. The transition from early to late design
is expressed by models of variable complexity, and this introduces a notion of model
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embedding with associated complexity. Furthermore, design is a cascade process
involving as distinct stages process synthesis, systems instrumentation and finally
control design. The transition from one stage to the next expresses a specific form of
evolution-type complexity. The large dimensionality (multicomponent nature) of the
system refers to the physical system, and this introduces forms of complexity related
to design and computations. The system organization is hierarchical or otherwise
involves linking functionalities and corresponding models of different nature, and
this introduces new formsof complexitywith a number of newchallenges for Systems
and Control theory [22]. The establishing of links between integrated systems at the
level of goals leads to a new type of complexity referred to as System of Systems
(SoS) [23, 33, 50]. Re-engineering refers to changing the physical system and/or
operational processes of an existing system and thus forms of complexity related
to both design and operations emerge. These types of complexity are considered
subsequently.

1.4 Integrated System Design and Model Complexity
Evolution

1.4.1 Integrated Design

The process of overall design of a system is an iterative process [28] (described in
Fig. 1.4) which is based on the following design stages:

• Process Synthesis
• Systems (Global) Instrumentation
• Control Design

These three design stages have a cascade nature with feedback loops between the
various substages leading to the final structure. Process Synthesis describes the inter-
connection of the processing units, Systems Instrumentation deals with the problem
of selecting the appropriate inputs and outputs and Control System Design is then
performed on the final system model. There is an evolutionary process expressed as
model shaping during the first two stages which also implies an evolutionary pro-
cess on the structural properties linked to the final composite system model, which
will be used for Control System Design. The Iterative nature of the design process
implies that there is an evolutionary process of moving from simple to more complex
system descriptions characterized by models of variable complexity. Assuming that
the interconnection topology is fixed throughout the design the evolution process
is characterized by Early and Late stages. At the early stages, simple modelling is
required for subprocesses and physical interconnections, and at late stages of design,
there is need for more detailed, full dynamic models for both subprocesses and phys-
ical interconnection structures. Describing the transition from simple modelling to
full dynamic models that would enable the study of Systems and control proper-
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Fig. 1.4 Engineering design process

ties with regard to evolution is challenging. By keeping the same generic topology,
the evolution process will develop models of increasing complexity for the subpro-
cesses expressing the embedding of sequential processes and leading to a nesting of
system models. An alternative assumption is to consider variations in the topology
expressed by dimensional variability of system nodes and/or of the corresponding
system cardinality. We distinguish the following types of complexity:

(i) Evolution of models from Early to Late Design stages, referred to as Design
Time Evolution with Fixed order and Cardinality.

(ii) Evolution of models from Early to Late Design stages, referred to as Design
Time.
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(iii) Evolution that is naturally linked to the cascade nature of the design process
and referred to as Cascade Design Evolution.

(iv) Evolution associated with growth and partial death of parts of the system,
expressed as Variable Order and referred to as Life Cycle Evolution.

The study of such processes provides the basis for studying the evolution of system
structure and related properties under the different evolutionarymechanisms.Assum-
ing that the interconnection topology is fixed, there are two fundamental aspects of
evolution in design, namely, the case of Fixed Order and Fixed Cardinality linked
to the notion of Dynamic Complexity Evolution and the case of Fixed Order, but
Variable Cardinality, linked to Dimensional Complexity Variability in “early–late”
design. These evolution types are considered next.

1.4.2 Early–Late Design Models: The Family of Fixed-Order
Models

For a fixed-order composite system at the Early Stages, all the subprocesses and the
physical interconnections are represented with simple models, whereas at the Late
Stages of design more detailed and may be full dynamic models are required for
both subprocesses and physical interconnection structures. This process leads to the
notion of Dynamic Complexity Variability in the design process. Modelling requires
a framework that permits the transition from simple graphs to full dynamic models
and allows study of Systems and Control properties in a unifying way. The process
that generates families of models has as the simplest element the Conceptual Model
of the process [15]. Conceptual Modelling is being used during the very first steps
to translate all the Requirements and Objectives into sets of Preliminary Designs
leading to the notion of Conceptual Process Model.

For composite systems with a fixed order and given cardinality (fixed or variable),
the most elementary conceptual model is denoted by M c

0 [58] and acts as the gen-
erator for subsequent models of variable complexity [32]. Every stage of evolution
defines a new model which is the successor of the previous one, and it has higher
complexity from the previous stage model (for Linear Systems we use the McMillan
degree as a measure of complexity). The overall set that contains all such models
will be denoted by M = {

M c
i , i = 0, 1, ..., k

}
, where k represents the k-th stage

of evolution and it is referred to as the early–late design model set. This evolution-
ary process expresses a nesting of models and the simplest model in the chain M c

0
is referred to as the basic kernel model of the chain. There is a need to develop a
framework that enables the transition from simple modelling to full dynamic models
and allows the study of Systems and Control properties under this form of evolution.
Every model M c

i in the chain defines a graph which is affected by the cardinality
of the subsystems and the description of the physical interconnection streams. The
notion of a graph associated with a composite system is defined as the kernel graph



1 Complex Systems and Control: The Paradigms of Structure Evolving Systems … 15

model, and it is the simplest representation of systems of a given order and with
cardinality that may be also fixed, or variable. This is defined below.

Definition 1.3 Let us consider a composite system SC of order μ and correspond to
every subsystem Si a pair of vertices

(
ei , wi

)
, denoting input connections and output

connections, respectively, and denote by gi an edge providing an ei input-wioutput
description of Si . If fik denotes the physical/ information streams connecting the wi
and ek vectors, then the set } will be called the kernel graph J0 of the system.

For fixed-order composite systems, we use the kernel model as a starting point in
the effort to develop models of increasing complexity, generated from the sameM0

model. There are two cases to distinguish:

(i) fixed cardinality;
(ii) variable cardinality.

In both cases, we use the kernel graphindexgraph!kernel, succeeded by models with
increasing complexity for the subprocesses. The chainM is generated by the basic
kernel model M0 which in turn generates a nested sequence of models where M1

evolves fromM0,M1 generatesM2 and this procedure goes on,whereM0,nl denotes
the simplest nonlinear model.

The derivation of nesting chain is not a simple process, and there is no unique
generic procedure for its construction. Specific applications define the chain of mod-
els from simple- to complex-based system models based on the knowledge of the
particulars of the application. Developing, however, a generic framework requires
techniques for generating such chains ofmodels. There are twoalternative approaches
for such derivations. Both start with a full dynamic model. The first is using alter-
native methods for model reduction, and the second deploys the theory of partial
realization [4, 25] to generate the chain of models. Chains based on model reduction
depend on the specific technique used. A technique based on the partial realization
for the derivation of chains is generic process and independent from the particulars
of model reduction methodologies.

All methods used to generate chains preserve the kernel model. Such approaches
generate the following sequences of models:

M0 ⊂ M1 ⊂ M2 ⊂ ... ⊂ Mk+1 ⊂ Mk+2 ⊂ ... (1.1)

whereM0 is the kernel model,M1 is the linear steady-state model,M 2 corresponds
to first-order dynamics, and subsequently we increase the complexity up to the most
complex linear. The process may continue to the nonlinear case with the use of differ-
ent complexity Volterra models. Mk may denote the first Volterra model, Mk+1 the
secondVolterra description, etc. It is very important to note that there is a reversibility
between Model Complexity Evolution and Model Simplification Approach. Model
Evolution and Model Reduction may become completely reverse processes, if we
use systems fixed order and cardinality. The generation of the chains defined in
Definition 1.3 leads to three different basic types of model evolution based on the
assumptions:
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(i) Fixed order and cardinality and variability of complexity of subsystemmodels.
(ii) Fixed order, variable cardinality and fixed complexity of subsystem models.
(iii) Fixed order, variable cardinality and variability of complexity of subsystem

models.

Clearly, the above cases may be also extended to the case of variable order, which
is an issue considered later on. The study of system properties under such forms of
evolution requires a description of the composite system at each design stage under
the assumptions made for the order and cardinality. Thus let us assume that

M j
a =

{
M j

i , i = 1, 2, ..., μ
}

is the aggregate of the models of the subprocesses of the j-design stage and letJ j be
the interconnection graph defined under the given order and cardinality assumption.
The composite system is then defined by

M j = J j ∗ diag
{
M j

i , i = 1, ..., μ
}

.

The study of system properties requires a representation of the composite system
model M j which is a issue that will be considered in a subsequent section.

1.4.3 Early–Late Design: Model Complexity Evolution

1.4.3.1 Fixed-Order and Cardinality Systems

We consider a single system (order 1) and with fixed cardinality. The description
of a linear system in terms of the infinite Laurent expansion provides a natural
way of deriving approximations of variable complexity by truncation of the infinite
series. This natural way of introducing models of variable complexity is linked to
the classical problem of partial realization [4, 25]. It is assumed that the information
available about a system S is an infinite sequence (Hk)

∞
k=1 = (

C Ak−1B
)∞

k=1, where
C Ak−1B are the Markov parameters. This input–output information is being used
for the realization of a system (A, B, C) that wouldmatch only the first v terms of the
infinite sequence. This realization is called partial realization. The partial realization
establishes families of linear systems of variable dynamic complexity, and this is why
our attention is now focused on looking at this classical problem from a different
perspective, that is, the evolution in the family of models established by the partial
realization [21].

We consider a rational transfer function G(s) ∈ R
m×p(s) with a Laurent expan-

sion:

G(s) =
∞∑

i=1

Hi s
−i = H1s

−1+H2s−2 + ... (1.2)



1 Complex Systems and Control: The Paradigms of Structure Evolving Systems … 17

which defines an infinite sequence H = (H1, H2, ...) where the Hi ’s are real
matrices. Taking the first v (v > 0) terms of Eq. (1.2), we have a finite sequence
{H}v ≡ (H1, H2, ..., Hv). A natural way to approximate the rational matrix G(s) is
to define a new infinite power series:

G
′
(s) =

∞∑

i=1

Hi s
−i = H1s−1+H2s−2 + ... + Hvs−v + Hv+1s−v−1 + ... (1.3)

with the first v coefficients of the above power series being the corresponding Hi of
{H}v ≡ (H1, H2, ..., Hv) of the original sequence and the remaining infinite number
of terms

(
H

′
v+1, H

′
v+2, ...

)
being dependent on the finite sequence (H1, H2, . . . Hν)

in some appropriate way that will be defined later on [66]. Such an extension of
the finite sequence will be referred to as proper extension and the mechanisms of
achieving this are based on the principle of not increasing theMcMillan degree of the
sequence. This type of approximation is linked to the problem of partial realization
[2, 66] and provides a natural way to define models of variable complexity for
rational transfer function. In the following, we shall refer to H = (H1, H2, . . .) as
the parent series, the finite sequence {H}ν ≡ (H1, H2, . . . Hν) as the generator set and
the infinite sequence based on {H}ν which has been appropriately extended toHν

′ ≡
(H1, H2, . . . Hν, H ′

ν+1, H ′
ν+2, ...) with the (H ′

ν+1, H ′
ν+2, . . .) as linear functions of{H}ν as a proper extension of {H}ν .

There always exist triplets of matrices S
Δ= (A, B, C)with A ∈ R

n×n , B ∈ R
n×p,

C ∈ R
m×n [25] such that

C Ai−1B = Hi, i = 1, 2, . . . , ν and C Ai−1B = Hi ’ i = ν + 1, .... (1.4)

Such a triplet S will be called a realization of {H}ν , and the number n defines
its dimension. Every finite sequence {H}ν has a realization in the sense defined
by (1.4), and the construction of such realizations is based on the rank prop-
erties of Hankel matrices [6]. Of all possible realizations of a finite sequence
{H}ν ≡ (H1, H2, . . . Hν), there is a family with minimal dimension δν defined by
the maximal rank value of the sequence of Hankel matrices constructed from {H}ν ,
called the McMillan degree of {H}ν . A realization of dimension n equal to δν is
called minimal [4].

Definition 1.4 ([4]) A realization Sν
Δ= (Aν, Bν, Cν) of {H}ν ≡ (H1, H2, . . . Hν)

based on the proper extension, i.e., the infinite sequence

Hν
′ ≡ (H1, H2, . . . Hν, H ′

ν+1, H ′
ν+2, ...)

with dimension n and McMillan degree δν is called a partial realization of the finite
sequence {H}ν . If n = δν , then is a minimal partial realization (MPR) {H}ν .
The process of considering {H}ν finite sequences of the infinite sequence Hν

′ for
varying values of ν gives rise to a family of systems
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{S} = {Sν : Sν
Δ= (Aν, Bν, Cν), ν = 1, 2, ....}

with corresponding transfer functions

{G} = {Gν(s) : Gν(s)
Δ= Cν(s I − Aν)

−1Bν, ν = 1, 2, ....}.

The study of the properties of such sets is central to the effort to understand evolution
of complexity in these chains. The construction of such systems linked to the finite
sequences {H}ν is considered in [2, 10, 66].

The parametrization of the minimal partial realizations is crucial in character-
izing the structure evolution. The family of MPRs is characterized by the non-
decreasing property of their McMillan degrees [25]. In fact, as we progressively
include more and more terms into {H}ν ≡ (H1, H2, . . . Hν), the following cases

may occur: {H}ν ≡ (H1, H2, . . . Hν) gives rise to Sν
Δ= (Aν, Bν, Cν), {H}ν+1 ≡

(H1, H2, . . . Hν+1) gives rise to Sν+1
Δ= (Aν+1, Bν+1, Cν+1) and δν ≤ δν+1. If an

inequality holds at a given position i of the infinite sequence, then this is called
jump point [4, 25]. In the case, where the McMillan degree of {H}ν and {H}ν+1

remains the same, there are again two different types of Hν+1 extensions: First,
the case where the inclusion of Hν+1 results to a different (than the previous) real-
ization of the same McMillan degree and second the case where the inclusion of
Hν+1 produces exactly the same realization of the same McMillan degree [4, 25].
An alternative representation of the MPR family is provided by a continued frac-
tion decomposition of rational transfer functions introduced in [2], where a formal
power series G(s) = H1s−1 + H2s−2 + · · · a decomposition is introduced having
an interpretation as a feedback interconnection of linear systems as shown in Fig. 1.5:

The construction and properties of the above family of linear systems are described
in [2] and summary of their properties are as follows:

Fig. 1.5 Partial Realization
as feedback interconnection
of linear systems. Reprinted
from [3], Copyright 1987,
with permission from
Elsevier
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(i) There is a one-to-one correspondence between {H}ν and the ν-th subsystem of
the decomposition (some subsystems might be trivial; the interconnection of
the first blocks defines a partial realization of {H}ν .

(ii) The decomposition defines a partitioning of the MacMillan degree of the j-th
block, aswell as the reachability and observability indices of the j-th subsystem.

The properties of the family of MPRs of a given rational transfer function are central
in the study of evolution of structure for these families and it is a challenging issue.
Results in this area such as those in [10] are linked to input–output canonical form,
and they introduce a parametrization of the set of MPRs establishing links to the row,
columnKronecker invariants. The stability properties ofMPRs are considered in [11]
and demonstrate that not all MPRs preserve important system properties. Results
presented for the family of MPRs for a single rational matrix may be transferred
to the case of composite systems [29], and this will be elaborated in the following
section.

An alternative process for generating families of models with variable complexity
has been introduced in [32, 39] and relates to the handling of classes of small num-
bers on system properties. This classification introduces a numerical form of model
nesting and removing small numbers is a form of Robust Structural Simplification,
and the derived family of models is referred to as numerical nesting. The derivation
of this family is driven by the need that the structural properties of the original system
have to be close to those of the reduced system.

Open Issues: The Development of the family of MPRs introduces a nesting of
approximate models ordered by their degree of complexity (MacMillan degree).
Among the issues related to the characterization of evolution of structure concern,

(i) Investigate whether key system properties of the original system (stability–
instability, minimum–non-minimum phase) are preserved within the chain.

(ii) Determine the degree of complexity required to preserve key system proper-
ties.

(iii) Characterize the process of evolution of the Kronecker invariants (column,
row minimal Indices, and finite and infinite elementary divisors) in the chain
of models (the results in [10] deal only with controllability and observability
indices).

(iv) Development of the properties of the family of numerically nested models.

1.4.3.2 Fixed-Order and Variable Cardinality Systems

For many engineering processes, the interconnection topology represents “natural
flows” or “information flows”, referred to as flow streams, between the subsystems.
The assumption that the dimensionality of these flow streams may vary as we move
from early to late design is quite natural. In fact, in the case of a process system, a
connection between two subprocesses may be defined in terms of a liquid flow; at
early stages, this flow may be expressed in terms of liquid flow, but at later stages
other properties such as temperature, pressure, etc. may be included. The number
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Fig. 1.6 Example of graph
dimensional variability

of variables used to represent a system “flow” in natural streams may vary, and this
implies a dimensional expansion of them with a subsequent expansion of the related
models for the subprocess. This represents a Dimensional Complexity Variability
from early to late design and corresponds to the case where the order of the composite
system is fixed, but we have a variability in the cardinality of subsystems. Thus,
although the interconnection rule (kernel graph)may remain the same, the local flows
(edges in the graph) may change from scalars to vectors. This expresses an evolution
from scalar to vector graphs with a respective evolution of scalar to matrix transfer
functions (for the linear case). The nature of the corresponding graph will depend on
the stage of the design (Early, Late), and this affects the models of local processes
and the description of the physical interconnection streams. In the early stage, the
graph consists of the fundamental variables linked to the physical interconnection
and contains the minimal interconnection information (Fig. 1.6).

Example 1.1 Consider the directed graph where the corresponding nodes are vec-
tors which according to degree of modelling may have an increasing, or shrinking
dimension and thus the corresponding transmittances are also vector transmittances.

The kernel graph model defines a primitive form of the structure that derives from
the conceptual modelling of the system, contains the basic information regarding
subsystems and physical streams, and provides the minimal information about the
physical interconnection topology. At later stages, as the requirements for modelling
are increasing, more than one variable is associated with the physical streams and
consequently the dimensionality of physical interconnection streams is changing.
This defines the variability from one-dimensional to many-dimensional vertices and
edges referred to as Dimensional Complexity Variability of Graphs.

Open Issues: Fundamental issues related to the dimensional variability of the
graph related to the classification of the properties of the directed graph, which
are independent of the dimensionality of nodes and those which depend on their
dimensionality. Extending the Dimensional Complexity Variability by including the
dynamic complexity of the subsystems raises additional issues related to structure
evolution and related properties.
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Fig. 1.7 Example of
Structural Graph Growth
problem. Reprinted
from [32], Copyright 2008,
with permission from
Elsevier

1.4.3.3 Variable Order and Fixed/Variable Cardinality Systems

In engineering problems, the case of system growth or reduction of the system may
occur. This involves expansion of the existing system by addition of parts (growth),
or removal of parts (death) of the system. These cases lead to a variability of the
original system order, emerge in problems of system redesign and are referred to as
graph structural evolution problems. For such problems, themain interest is the study
of evolution of structural and non-structural properties under such transformations.
An illustration of the above is provided by the following example (Fig. 1.7).

Example 1.2 Consider the directed graph below represented by the a, b, c, d, e, f
nodes and the solid edges. This is modified by adding a new node g and the new
dotted line edges and produces an evolution of the previous graph.

The Structural Graph Growth Problem introduced here may be combined with
the signal, dimensional growth, or Dimensional Graph Evolution discussed before.
Clearly, combinations of the two may be considered and this may be referred to as
the General Graph Growth Problem.

Open Issues: The above represent open areas for research on the fundamentals of
Graph Growth–Death. Some important problems in this area involve the following:

(i) The representation problem: Define an appropriate modelling framework for
describing the graph augmentation and graph reduction/death problems.

(ii) The graph structural growth problem: Investigate how the properties of a
directed graph and algebraic invariants (based on given complexity models)
are changing by addition of new nodes, or elimination of existing ones.

1.5 Cascade Design System Evolution

The technological stages of the overall system design have been described in Fig. 1.4.
The Design is a cascade and complex process which is reminiscent of an evolution
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process that involves many different forms of system structure evolution. This evo-
lution has many different features. A natural evolution of the system structure is
that shaped through the design stages from conceptualization, to process synthesis,
global instrumentation and finally control design, and this is referred to as cascade
structural evolution. The system used for control design is the evolution of earlier
forms shaped through the process synthesis and the systems instrumentation and its
different aspects are considered here.

1.5.1 Systems Composition and Complexity

Process or System Synthesis is an act of determining the optimal interconnection of
subsystems, as well as the optimal type and design of the units, subsystemswithin the
overall system. The development of a generic synthesis framework that transcends
the different application areas is a significant challenge. The modelling of composite
systems using energy considerations is examined in [62, 70], and the traditional
network synthesis is examined in [64]. The case of process systems is considered
in [55]. Here, we consider the linear case and aim to present the evolution from
the aggregate to the composite as a function of the interconnection topology. A
crucial problem in system synthesis is the Representation Problem which is crucial
for the study of structure evolution. The results here are based on the reduction
of system synthesis to an equivalent feedback design problem using the standard
composite system description [14, 28] and its particular characteristics based on the
nature of the physical interconnection streams and the selection of the local input
and output structure which leads to the notion of completeness [28] and providing a
representation of the synthesis as generalized feedback design problem.

Let us consider a set of systems {S} = {Sj , j = 1, 2, .., μ} of order μ where
every subsystem Si has a pair of vertices (ei , wi ) and cardinalities

{(
dv, j , dq, j

)
,

j = 1, ..., μ}. We will assume that the subsystems have models {M} = {M j , j =
1, 2, .., μ} of a certain type and ifF is the interconnection rule (described by a graph
and the subsystem cardinalities), then Sa = S1 ⊕ S2 ⊕ . . . ⊕ Sμ denotes the aggre-
gate system with a model {Ma} = block − diag{M j , j = 1, 2, .., μ}. The Compos-
ite System is denoted by Sc = F ∗ Sa , where ∗ denotes the action of the interconnec-
tion topologyF on Sa . The definition of Composite Systems involves the specifica-
tion of the physical input and output streams and the selection of inputs and outputs
at the subsystem level. Subsystems enter the composite structure, by interconnecting
local variables (subsystem connecting inputs, outputs), and this affects drastically the
overall properties of the composite system. A first attempt to link model composition
to feedback was made in [14] and subsequently developed in [29]. The definition
of the composite from the aggregate by the action of the interconnection topology
raises important questions, which are linked to

(i) The representation of the composite system;
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(ii) The relationships between the structure and properties of the aggregate and the
composite in terms of the characteristics of the interconnection topology.

The general scheme that is considered satisfies certain assumptions which are
described below [29, 32].

(a) Local Well-Connectedness Assumption (LWCA): The physical linking of
a subsystem Sk to the rest of the subsystems implies that there is a connecting
input vector ek having as coordinates all variables connected directly to at least
one subsystem output, or external variable (manipulated, or disturbance) and having
as outputs the vector zk of all possible measurements and connecting variables to at
least another subsystem. The pair of vectors

(
ek, zk

)
defines the natural inputs and

outputs of the system Sk . A sub-vector of zk is the connecting output vector wk with
coordinates all variables which feed to at least one of the subsystems or measured
variables. We assume that the transfer functions Hk(s) : ek → zk are well defined
and they are proper. These assumptions are referred to as Local Well-Connectedness
(LWC) and Hk(s) is the k-th connecting transfer function; furthermore, if Hk(s)
represents a minimal system, then the system satisfies the Minimal LWC (MLWC)
assumption. The aggregate system Sa is represented by the transfer function matrix
H(s) = block − diag {Hk(s), k = 1, 2, ..., μ}.

(b) Local Well-Structured Assumption (LWSA): For every subsystem with
ek , zk physical inputs and outputs, we shall denote by vk , y

k
the effective input,

output vectors. We shall assume that y
k
is a sub-vector of zk in the sense that y

k
=

Kk zk, Kk ∈ R
pk×qk , pk ≤ qk and that ek is expressed as

ek = f
k
+ Lkuk = f

k
+ vk, (1.5)

where f
k
is some vector of variables defined by the interconnections and vk =

Lkuk has independently assignable (control or disturbance) variables, defined as a
combination of a larger potential vector uk ; thus uk , zk emerge as potential inputs and
outputs. This assumption is referred to as Local Well-Structured (LWS) assumption.

(c) Global Well-Formedness Assumption: [14] Let Sa = {Sk, k = 1, 2, .., μ}
be the system aggregate under the LWC and LWS assumptions. The composite
system will be called Globally Well-Formed (GWF), if the interconnection ruleF :
e1 × ... × eμ → z1 × ... × z

μ
represented by the diagram of Fig. 1.8 satisfies the

following:

(i) Its output is
[
zt
1, . . . , zt

μ

]t = z and if vk are external input vectors (assignable

or disturbances), its inputs ek are expressed as ek = ∑μ

j=1 Fk j z j + vk , Fk j real.
(ii) The transfer function from v = [vt

1, . . . , vt
μ]t → e = [et

1, . . . , et
μ]t is defined.

If F = [Fk, j ]k, j∈μ, K = block − diag{Ki , i ∈ μ}, L = block − diag{Li , i ∈ μ},
u = [.., ui

t , ..]t , y = [.., y
i
t , ..]t , then

e = v + Fz, z = Ha(s)e, v = Lu, y = K z, (1.6)
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Fig. 1.8 Globally well-formed composite system

Fig. 1.9 Effective and progenitor system model

and the composite configuration is represented as the feedback configuration of
Fig. 1.8.

Note that condition (c.ii) implies that I − F Ha(s) is an invertible matrix. Clearly,
the interconnection graph acts as feedback and the selection of effective inputs and
outputs is represented as input and output constant compensators and the transfer
function of the composite system Sc is

G(s) = K · Ĥ(s), ·L where Ĥ(s) = Ha(s) · (I − F · Ha(s))
−1 (1.7)

and it is represented in Fig. 1.9. This expresses the composite system as the action of
decentralized input and output reduction (squaring down operation), represented by
the input and output transformations K , L , respectively, and of an internal feedback
F , representing the topology of the interconnections. The matrix Ĥ(s) is referred
to as progenitor model of the composite system and G(s) is the effective transfer
function of the composite system. The actions of K , L are referred to as Model
Projection (MP) operations [29, 32] and are forms of “squaring down” [35]. We
shall refer to (K , L) pair as the input–output normalizers.

The representation of the interconnecting topology as internal feedback provides
the means to link the properties of aggregate and the composite system, explains
the basic form of evolution in terms of the interconnection graph and allows our
intervention in the synthesis problem using results from the feedback theory. The
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above description of the composite system is general and can lead to family of graphs
depending on the cardinality of subsystems and their respective dynamic complexity
(see Sect. 1.4.3). A special case of the above general configuration is described below.

(d) Completeness Assumption: The well-formed composite system of Fig. 1.9
will be said to be complete, if the following two further conditions hold true:

(i) Every effective subsystem output y
k
satisfies the condition y

k
= Kk zk , Kk

square invertible.
(ii) Every external subsystem vector uk has as many independent coordinates as

the dimension of ek input vector, i.e., ek = Lkuk with Lk square and invertible.
In this case the matrices K , L are also invertible.

Remark 1.2 The completeness implies that the composite and the aggregate are
output feedback and input and output coordinate transformation equivalent, and thus
they have the same structural characteristics. Guaranteeing the validity of the above
assumptions is both a matter of modelling and selection of input and output schemes.

Open Issues: The representation of the composite linear system given in this
section opens up a number of issues for further research. For different interconnection
topologies and subsystem cardinalities investigate,

(i) Extending the variable complexity modelling from a single process to a com-
posite system.

(ii) Define the stability and structural properties (McMillan degree, Kronecker
invariants, etc.) of the composite system as a function of the corresponding
subsystem properties.

1.5.2 Systems Instrumentation and Forms of Evolution

The problem of selection of inputs and outputs sets has a systems dimension, and it
is referred to as systems or global instrumentation [27, 29]. This problem is different
from traditional instrumentation dealing with measuring physical variables, or ways
of acting on physical variables. The systems instrumentation involves a number of
structure evolution processes linked to the study of four fundamental problemswhich
are

(i) Model Orientation Problems;
(ii) Model Projection Problems;
(iii) Model Expansion Problems;
(iv) Local–Global Structure Evolution Problems.

These problems have a clear model shaping role; each one of them expresses a
form of system evolution and their study is reduced to problems of Control Theory
and Design. The distinguishing feature of systems instrumentation as far as model
shaping is that it acts on the shaping of the input–output structure of the system,
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rather than the interconnection graph, as described previously. An overview of the
overall instrumentation that includes traditional (macro) and systems aspects is given
in [27].

1.5.2.1 Model Orientation Problem

A natural system description that makes no distinction as far as the role of process
variables and their dependence, or independence is for the linear case the matrix
pencil model (first-order differential descriptions) [60], or the general polynomial,
or autoregressive model and these characterize the behaviour of an implicit vector
the coordinates of which are not necessarily independent [7, 36, 69]. For control
purposes, there is a need to classify the coordinates of the implicit vector into inputs,
outputs and internal variables. This is referred to as Model Orientation Problem
(MOP) [41]. In many systems, the orientation is not known or, depending on the use
of the system, the orientation changes. Questions, such as when is a set of variables
implied, or not anticipated by another, or when is it free, have to be answered.
The solutions are systems of the standard state-space type and polynomial matrix
case. The partitioning of the implicit vector results in a form of evolution of the
resulted system from the generator matrix pencil, or autoregressive model with a
corresponding evolution of the algebraic structure [41]. If all important variables are
included in the physical modelling without a classification into inputs, outputs and
internal variables is made, the emerging descriptions based on the implicit vector ξ

are referred to as implicit and in the case of first-order differential descriptions they
correspond to the matrix pencil, or generalized autonomous description [36]:

S(F, G) : Fp ξ = G ξ, F, G ∈ R
τ×υ, p

Δ= d/dt. (1.8)

The natural operator associated with such descriptions is the matrix pencil s F − G,
and the study of such descriptions relies on the structure of s F − G [19]. The classi-
fication of the variables in ξ into internal variables, or states x , assignable, or control
variables u, and measurement, or dependent variables y is expressed in terms of

transformation ξ = Q ξ̃ , where ξ̃ =
[
xt , ut , yt

]t
and Q ∈ R

υ×υ , |Q| �= 0. Q is the

orientation transformation (OT) and if the original variables in ξ are physical and
it is desired to preserve them, then Q has to be of the permutation type and it is a
physical OT. For first-order linear descriptions, the most general form of oriented
models is the general singular (GS) description [46]:

S(E, A, B, C, D) : E p x = A x + B u, y = C x + D u
E, A ∈ R

σ×n, B ∈ R
σ×p, C ∈ R

m×n, D ∈ R
m×p,

(1.9)

where τ = m + σ , υ = n + p + m and in general σ ≥ n. In the case where σ = n, S
is called singular and ifσ = n and |E | �= 0, then the descriptionwill be called regular
and it is equivalent to the standard state-space description S(A, B, C, D) : p x = A x



1 Complex Systems and Control: The Paradigms of Structure Evolving Systems … 27

+B u, y = C x + D u. The model orientation problem (MOP) is then expressed as
defining a transformation Q (free, or constrained by physical considerations) such
that S(F, G) is reduced to S(E, A, B, C, D) or S(A, B, C, D). The study of MOP
for matrix pencil models in the unconstrained case has been considered in [41], and
it is equivalent to a partitioning of the Kronecker invariants of s F − G. The nature
of Kronecker invariants determines the type of the resulting oriented system.

Amore general implicit description is the polynomial, or the autoregressive repre-
sentation (AR) [69]. It is amore general implicit description, defined by a polynomial
matrix R(p), associated with the implicit vector w and represents the behaviour of
all external variable trajectories w satisfying

R(p)w = 0. (1.10)

We may introduce orientation for such descriptions by introducing some internal
variables, expressed by a vector ξ and this leads to the AR/MA representation which
is specified by two polynomial matrices H(p) and Q(p). The external behaviour
consisting of all trajectories w of the external variables is related to the trajectory ξ

of the internal variables by

H(p)ξ = 0, w = Q(p)ξ . (1.11)

For systems with an explicit input/output structure (splitting of w into u and y), the
Rosenbrock’s system matrix [60] in the s-domain provides a natural model, i.e.,

T (s)ξ = U (s)u, y = V (s)ξ + W (s)u, (1.12)

where all matrices are polynomial, with T (s) square and invertible. The correspond-
ing transfer function matrix G(s) is represented as V (s)T −1(s)U (s) + W (s). The
orientation problem may now be addressed in a more general setup where first we
model the system behaviour, in terms of outputs, then we introduce the internal vari-
ables and then we consider the orientation. This procedure involves a realization
of R(p), which may be in a matrix pencil form that retains w as an output vector
and includes physical variables that may act as inputs. In this context, it leads to a
family of transfer functions G(s) with properties that evolve from those of R(p).
This research is linked to the theory of strict equivalence [26].

Open Issues:There are a number of open research issues for the problem of model
orientation. These involve

(i) Development of solutions for the case of matrix pencil descriptions when there
are physical constraints on the partitioning of the implicit vector.

(ii) Development of solutions to model orientation for autoregressive models and
its link to the theory of strict equivalence.
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Fig. 1.10 Model projection problems

1.5.2.2 Model Projection Problems

The number of potential control and measurement variables for systems, which may
be used, can become very large. For the purpose of control design, we are frequently
forced to select a subset of the potential inputs and outputs as effective, operational
inputs and outputs. Such a requirement implies reductions in the input and output
system maps, variations in the cardinality of the system and results in an evolution
process of the resulting system structure from the original one. Developing criteria
and techniques for selection of an effective input–output scheme, as projections of
the extended input and output vectors, respectively, is what we call Model Projection
Problems (MPP) described in Fig. 1.10. For linear systems, where orientation has
already been decided, and represented by a qxr progenitor rational matrix H(s),
the MPP is equivalent to selecting the sensor, actuator maps K ,L , m ≤ q, p ≤ r ,
with representation the rational matrices K (s), L(s) such that the transfer func-
tion W (s) = K (s)H(s)L(s) has certain desirable properties. Clearly, the problem
as stated above is in the form of a generalized two-parameter Model Matching. The
designs of the matrices K (s), L(s) are the instruments defining the evolution and
may be assumed in the first instance to be constant. Note that the K ,L maps are
not completely free, but they are constrained by the nature of the specific problem
and the need to use certain physical variables. The evolution defined by the MPP
family is linked to the process of obtaining new models by reducing the original
larger input or output sets. In this sense, projection tends to aggregate and reduce an
original model to a smaller dimension with desirable properties. A special problem
in this area is the zero assignment by squaring down [35, 43, 59, 61]. A number of
key problems related to this form of structure evolution are considered next.

Desired Generic Dimensions Problem: Defining desirable general characteris-
tics, such as number of inputs and outputs on a system model, with some assumed
internal structure, is referred to as the generic dimensionality problem [32]. We can
use conditions, for generic solvability, or generic system properties (such as the
Segre index [30]) to define the least required numbers of effective inputs and out-
puts needed for certain structural properties such as controllability and observability.
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Fig. 1.11 Input–output problems reduction

Generic solvability conditions of control problems, such as pole and zero assignment
under different compensation schemes, may lead to constrained integer optimization
problems aiming to define generic families of systems for which a range of problems
may be solved. The solvability of control problems involves the McMillan degree
and/or the generic infinite zero structure of the progenitor transfer function H(s).
Use of such invariants requires their robust computation and this is what leads to the
study of structural identification [42] on early models.

Input–Output Reduction and Well Conditioning of Progenitor Model Prob-
lems: The progenitor model in many applications has a large number of physical
input and output variables. It is desirable to preserve, such physical variables, but
their number may be too large and the progenitor model may not be well condi-
tioned as far as its properties. A special form of model projection may be defined,
where only an α subset of inputs and a β subset of outputs is used, leading to an
Sα,β = S

(
A, Bα, Cβ, Dα,β

)
subsystemwith transfer function Hα,β (s). The objective

is to select theα andβ sets such that the resulting Sα,β , Hα,β (s) iswell structured as far
as certain properties, whichmay include input and output regularity, non-degeneracy,
minimality, output function controllability, etc. This problem is referred to as well
conditioning by input–output reduction and it is illustrated in Fig. 1.11. Note that in
a transfer function matrix setup, this problem is equivalent to defining sub-matrices
of H(s) by eliminating certain columns and rows leading to W (s) = K H(s)L and
which have desirable properties [34, 40].

Invariant Structure Transformation/Assignment Problems: The selection of
given dimension and structure constant matrices K , L lead to a transfer function
W (s) = K H(s)L where the invariant structure ofW (s) is obtainedby transformation
of the set of invariants of H(s). Apart from the study of generic properties and their
link to discrete types of invariants, there is also the need to investigate the effects
of input and output reduction transformation on well-defined models with fixed
parameters. The transformation of one set of invariants to another is a problem not
fully understood; certain results in relationship to decoupling have appeared in [13].
The special case of the general model projection is the zero assignment by squaring
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down leading to a square transfer function [35, 43, 44, 59, 61]. This problem involves
transformation of discrete invariants (Forney indices [18]); it is well developed and
belongs to the family Determinantal Assignment Problems (DAP) [34] which are
studied using exterior algebra and algebraic geometry methods. The two-parameter
version of squaring down aims for a transfer function W (s) which is square and
has a given zero structure; however, now we can also use the resulting cardinality
(m = p) as a design parameter. For all such problems, the overall philosophy is to
design K , L such that the resulting model has a given desirable invariant structure
or avoids having undesirable structural characteristics. The study of the Morgan’s
problem may be seen within this class as a transformation of the input structure.

Open Issues: There is a number of open research issues in the area ofMPPs which
involve

(i) Use of criteria for the selection of numbers of inputs p and outputs m using
the McMillan degree n of H(s) based on generic solvability conditions of
control problems and conditions for preservation of system properties.

(ii) Characterization of evolution of the structural invariants under the action of
constant pre- and post-compensation (L , K ) and various input and output
dimensions (p, m).

(iii) Selection of suitable (p, m) pair such that zero assignment under (L , K ) pair
can be achieved.

1.5.2.3 Model Expansion Problems

Defining input–output schemes with the aim to identify (or improve) a systemmodel,
or reconstruct an unmeasured internal variable, characterizes the family of Model
Expansion Problems (MEP). This problemmay be seen as prediction of an expanded
model from which the current model has evolved. Questions related to the nature of
test signals or properties of the measured signals are also important, on top of the
more general questions related to the structure of the i/o scheme; the latter gives a
distinct signal processingflavour toMEP.Model expansion expresses a formofmodel
structure evolution, where additional inputs and outputs enable a system model to
grow to amore full representation of the existing system.This expresses an alternative
form of evolution of structure of the model by manipulation of the input–output,
external structure. Some distinct problem areas are as follows.

Additional Measurements for Estimation of Variables: In systems, some
important variables are not available for measurement. It is then that secondary
measurements have to be selected and used in conjunction with estimators to infer
the value of unmeasurable variables. The selection of secondary measurements is
important for the synthesis of control schemes. The various aspects of the problem
are discussed within the well-developed area of state estimation [45].

Input and Output Schemes for System Identification: The selection of input
test signals and output measurements is an integral part of the setting up of model
identification experiments [17]. In fact, the identified model is always a function of
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the way the system is excited and observed, i.e., of the way the system is embedded
in its experimental environmental. The study of effect of location of the excitation
signals and corresponding group of extracted measurements on the identification
problem has received less attention. Issues such as how and whether additional exci-
tation signals and extracted measurements may enhance the scope and accuracy of
identifiablemodels are important problems. This area is closely related to the problem
of identifiability of models [20, 47].

Model Completion Problems: This class of problems deals with the problem
of augmentation of a system operator, like the matrix pencil and has a dual nature
to that of model projection, since now we deal with dimensional expansion of the
relevant operator. Let s E − H be an r × q pencil, which is a sub-pencil of the
(r + t) × (q + v) pencil s E

′ − H
′
, where

s E
′ − H

′=
[

s E − H X
X X

]
, (1.13)

and the X’s stand for unspecified pencils of compatible dimensions. Studying the
relationships between the sets of invariants of s E − H and s E

′ − H
′
pencils and

in particular examining the conditions under which we may assign arbitrarily the
structure of s E

′ − H
′
are known as Matrix Pencil Completion Problem [48]. The

above formulationmaybe also extended to that of expansion of polynomial or rational
models. It is worth pointing out that such formulations make sense as long as the
implicit vector corresponding to the expanded system has new variableswhichmakes
sense.

Open Issues: Model expansion requires additional research in areas such as fol-
lows:

(i) Detailed system modelling to define family of models which contain the given
model as a projection.

(ii) Development of matrix pencil completion problem to the case of polynomial
models and rational transfer functions.

1.5.2.4 Local–Global Structure Evolution

When we consider composite systems, then all issues and problems of model orien-
tation, model projection and model expansion may be transferred to the composite
system. Note that now the subsystem cardinality may be varying with respective
implications on the graph-dependent structure and properties. Guaranteeing struc-
tural properties such as controllability, observability, rejection of disturbances, etc.
requires the definition of subsets of inputs and outputs at the local, or global level, or
appropriate structural combinations of them. In terms of the two-parameter scheme
associated with MPP, there is need to define the required Boolean structure of K , L
transformations on an internal model, or the modification to the internal graph that
can guarantee such properties. This involves examining the Kronecker structure of
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graph-structured pencil models, which are linked to the presence or the absence of
certain system properties.

Open Issues: The role of the interconnection graph is now crucial in defining
structure evolution problems which include

(i) Study of Kronecker invariants for structured matrix pencils.
(ii) Development of non-structural (stability, minimum phase) and structural sys-

tem properties for alternative interconnection graphs and possible variable
subsystem cardinality.

(iii) Investigate the role of interconnection graph on system properties, when sub-
processes are described by variable complexity models.

1.6 Integrated Operations and Emergent Properties

Figures 1.3 and 1.4 describe the integrated system represented by both operations
and designs. Production-level activities take place on a given system; they are mostly
organized in a hierarchical manner and they realize the higher level strategies decided
at the business level. Vertical activities are issues going through the Business–
Operations–Design hierarchy, and they have different interpretations at the corre-
sponding level. The Physical ProcessDimension dealswith issues of design–redesign
of the Engineering Process, and here the issues are those related to integrated design
[28]. The Signals, Operations Dimension is concerned with the study of the different
operations, functions based on the Physical Process and it is thus closely related to
operations for production [58]. In this area, signals and information extracted from
the process are the fundamentals and the problem of integration is concerned with
understanding the connectivities between the alternative operations and functionali-
ties and having somemeans to regulate the overall behaviour. Both design, operations
and business generate and rely on data and deploy software tools and such issues are
considered as vertical activities.

1.6.1 The Multi-modelling and Hierarchical Structure
of Integrated Operations

The study of Industrial Processes requires models of different types. The borderlines
between the families of Operational Models (OM) and Design Models (DM) are
not always very clear. Models linked to design are “off-line”, whereas those used for
operations are either off-line or “on-line” [58]. For process-type applications, models
are classified into two families referred to as “line” and “support” models [58]. Line
models are used for determining desired process conditions for the immediate future,
whereas support models provide information to control models, or they are used for
simulation purposes. A major classification of models is into those referred to as
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“black” and “white” models [58]. White models are based on understanding the sys-
tem (physics, chemistry, etc.), and their development requires a lot of process insight
and knowledge of physical/chemical relationships. Such models can be applied to
a wide range of conditions, contain a small number of parameters and are espe-
cially useful in the process design, when experimental data are not available. Black
models are of the input–output type and contain many parameters, but require little
knowledge of the process and are easy to formulate; such models require appropriate
process data and they are only valid for the range, where data are available.

Handling the high complexity of the overall system is through aggregation, mod-
ularization and hierarchization [8], and this is what characterizes the overall structure
described in Fig. 1.3. To be able to lump a set of subsystems together and treat the
composite structure as a single object with a specific function, the subsystems must
effectively interact. Modularization refers to the composition of specific function
units to achieve a composite function task. Aggregation and modularization refer
to physical composition of subsystems through coupling, and it is motivated by the
needs of design of systems. Hierarchization is related to the stratification of alter-
native behavioural aspects of the entire system and it is motivated by the need to
manage the overall information complexity. The production system may be viewed
as an information system, and thus notions of complexity are naturally associated
with it [49].

Hierarchization has to do with identification of design and operational tasks, as
well as reduction of externally perceived complexity to manageable levels of the
higher layers. At the top of the hierarchy, we perceive and describe the overall pro-
duction process as an economic activity; at this level we have the lowest complexity,
as far as description of the process behaviour. At the next level down, we perceive
the process as a set of interacting plant sections, each performing production func-
tions interacting to produce the economic activity of the higher level. At the next
level down in the hierarchy, we are concerned with specification of desired opera-
tional functions for each unit in a plant section and so on, and we can move down
to operation of units with quality, safety, etc., criteria and further down to dynamic
performance, etc. In an effectively functioning hierarchy, the interaction between
subsystems at lower level is such as to create a reduced level of complexity at the
level perceived above [49]. The hierarchization implies a reduction of externally
perceived complexity successfully, as we proceed up the hierarchy till the top level.
A simpler representation of the overall operational hierarchy of Fig. 1.3 is as shown
in Fig. 1.12 [22] having blocks with the following modelling requirements:

0-level: (Signals, Data Level). Physical variables, Instrumentation, Signal process-
ing, Data Structures.

1, 2-levels: (Primary Process Control). Time responses, Simple linear SISO /
MIMO models.

3-level: (Supervisory Control Level). Process Optimization Models, Statistical
QualityModels (SPC,Multivariate, Filtering, Estimation), Fault Diagnosis, Over-
all Process State Assessment Models.
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Fig. 1.12 Hierarchy of system operations

4-level: (Plant Operation and Logistics). Nonlinear Static or Dynamic Models for
Overall Plant, Operational Research Models, Discrete Event Models (Petri Nets,
Languages, Automata).

5-level: (Global Production Planning Level). Production Models, Planning, Fore-
casting, Economic Models, Operational Research, Game Theory Models.

6-level: (Business Level). Enterprise, Business Modelling, System Dynamics,
Forecasting, Graph Models, Economic Models, etc.

A functional representation of the overall system represented by families of rele-
vant models which provide an alternative description of Fig. 1.3 is given in Fig. 1.13.
The different types of models in the above groupings are interrelated. Each of the
model families on the unit level is simplified and aggregated to models on the plant
level and then on the production site, business unit and possibly the enterprise level.
Model composition is accompanied by simplification. The latter classification is of
functional type, and the Process Control Hierarchy implies a nesting of models to
a layered hierarchy with variable complexity as shown in Fig. 1.13. This diagram
indicates that at the level of the process we have the richest possible model in terms
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of signals, data, full dynamic models. Then, as we move up in the hierarchy, the
corresponding models become simpler, but also more general since they then refer
not to a unit but to a section of the plant. The use of functional-type models for the
Process Control Hierarchy implies a nesting of models to a layered hierarchy with
variable complexity as shown in Fig. 1.13. The diagram of Fig. 1.13 indicates that at
the level of the process we have the richest possible model in terms of signals, data
and full dynamic models. Then, as we move up in the hierarchy, the corresponding
models become simpler, but also more general since they then refer not to a unit but
to a section of the plant. The operation of extraction of the simpler models is some
form of projection, whereas wider scale models are obtained by using plant topology
and aggregations. These models, although of different nature and scope, are related,
since they describe aspects of the same process. Dynamic properties of subsystems
are reflected on simpler, but wider area models, although this is what we may refer
to as Embedding of Function Models [22].

1.6.1.1 System and Emergent Properties

The notion of emergence is intimately linked with complex systems and has its
origins in philosophy [38]. With complex processes such as the Integrated Design
and Operations, there is a number of emergent properties appearing which require a
systems-based characterization. Emergence refers to understanding how collective
properties arise from theproperties of parts.More generally, it refers to howbehaviour
at the collective level of the system arises from the detailed structure, behaviour and
relationships on a finer scale. System properties may be classified as intrinsic and
extrinsic. An intrinsic property relates to the class of features and characteristics
which is inherent and contained wholly within a physical or virtual object. The
extrinsic properties are those which are not part of the essential nature of things and
have their origin outside the object under scrutiny. Within the context of a system,
an emergent property is an extrinsic one that is not an intrinsic property of any
constituent of that system, but is manifested by the system as a whole.

A description of system properties in the operational system hierarchy of Fig. 1.3
is given by the diagram in Fig. 1.14. The above diagram provides an overview of the
integrated system and the system properties associated with it. The family of system
properties is classified into the family of intrinsic system properties and the emergent
properties. Intrinsic system properties such as systems safety, reliability, quality,
etc. have the common feature that can be directly assessed from signals and data
associated with the physical system (physical, communications, operations layers).
Emergent properties on the other hand, such as risk, assurance and sustainability, can
be assessed using the inputs provided from indicators associated with the intrinsic
system properties. We may define:

Definition 1.5 An emergent property is an extrinsic system property, which is
assessed using an emergent property function with a domain, the set of values of
intrinsic system properties.
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Fig. 1.13 Functional representation of the integrated system

The development of the emergent property function is a study subject in the area of
overall assessment of industrial/manufacturing systems.

1.6.1.2 Control in the Hierarchical Structure

The hierarchical model of the Overall Process Operations involves processes of
different nature expressing functionalities of the problem. Such processes are inter-
linked, and each one of them is characterized by a different nature model. We can
use input–output descriptions for each of the subprocesses, with an internal state
expressing the variables involved in the particular process and inputs and outputs
expressing the linking with other processes [22]. Such a model is generic and can be
used for all functionalities described in Fig. 1.3. We may adopt a generic description
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Fig. 1.14 System and emergent properties

Fig. 1.15 A functional model for a general process

for the various functions as shown in Fig. 1.15, where ui denote independent manip-
ulated variables of the function model, called system inputs; y j are the independent
controlled variables that can be measured and they are called the system outputs; dk

are the exogenous variables, the disturbances. A description for a functional model
of a general process expresses the relationships between the vectors u, d, y defined
by y = H(u; d), where H expresses relationships between the relevant variables,
and described in Fig. 1.15.

M (u, y, d; z)

{
F (z, u, d) = 0

y = G
(
z, u, d.

)

The development of such models involves the following:
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Fig. 1.16 Nesting of models in the hierarchy

(i) For the given function establish a conceptual model based on its role in the
operational hierarchy.

(ii) Define the vector of internal variables z and determine its relationships to
input and output vectors using any physical insight that we may possess about
the functioning of the internal mechanism.

(iii) Establish the relationships between the alternative vectors z associated with
problems of the operational hierarchy.

(iv) Define the appropriate formal model to provide an adequate description for
the H functional model.

These generic steps provide an approach, which involves many detailed modelling
tasks. The above generic steps are providing an approach, which, however, involves
many detailed modelling tasks involving issues such as classification of variables to
inputs, outputs, disturbances, internal variables, specification of formal description
for H , definition of performance indices, etc. The nature of variables and the type
of problem under consideration determines the nature of the F , G functions. The
implicit model M(u, y, d, z) is referred to as a z-stage model.

The selection of the operational stage determines the nature of the internal vector
z and thus also the corresponding z-stage. Describing the relationship between dif-
ferent stages, internal vectors are closely related to the problem that is referred to as
Hierarchical Nesting or Embedding of Function Models. The fundamental shell of
this hierarchical nesting architecture is described in Fig. 1.16. The reference vector



1 Complex Systems and Control: The Paradigms of Structure Evolving Systems … 39

r i+1 of operational objectives of the (i + 1)-stage is defined as a function of the i-th-
stage internal vector zi , that is, r i+1 = wi (zi ). A scheme such as the one described
above is general and can be used to describe the essence of the hierarchical nest-
ing. This scheme can be extended to describe relations between models associated
with functions at the same level of the hierarchy, extend upwards to business-level
activities and downwards to the area of the physical process. It is worth pointing out
that as going down the hierarchy the complexity and granularity of the subprocess
models increase, whereas their nature changes. Note that all subsystems are linked
and they express an alternative form of nesting of subsystems of variable complexity
and nature, which may be referred to as hierarchical nesting of the operationally
integrated system.

The hierarchical nesting introduces new control and measurement issues for the
operationally integrated system. If the vector of internal variables in the j-th subsys-
tem in the hierarchy is a state vector x j , then its state spaceX j is linked to the final
subsystem state space Xk (Physical subsystem state space) in terms of projections/
aggregation. The final subsystem state space Xk of the system corresponds to the
physical subsystem of the integrated system. The nesting of state spaces implied by
the hierarchical structure is described in Fig. 1.17, and hierarchy-depended system
issues related to the implied coupling of subsystems and the different nature of their
models. The fact that each stage model in the hierarchy is of different nature than
the others makes the overall system of hybrid nature [5].

The nesting of systems implies amultilayer hybrid structure and some new system
issues related to the notions of

(i) Global Controllability;
(ii) Global Observability.

Global Controllability Problem: This refers to the crucial issue of whether a high-
level objective (possibly generated as the solution of a decision problem at a high
level) can be realized within the existing constraints at each of the levels in the
hierarchy and finally at lowest level, where we have the physical process (production
stage). This is a problemofGlobal Controllability, whichmay be seen as a problemof
Realization of High-Level Objectives throughout subprocess in the hierarchy. This
new problem requires development of a multilevel hybrid theory, and it can take
different forms, according to the nature of the particular stage model. The Global
Controllability problem is central to the development of top-down approaches in the
study of hierarchical organizations.

Global Observability Problem: This is of dual nature to global controllability
and refers to the property of being able to observe aspects of behaviour at the different
layers in the hierarchy by appropriate measurements, or estimation processes which
are built in the overall scheme. Global observability expresses the ability to define
model-based diagnostics that can predict and evaluate certain aspects of the overall
behaviour. It is assumed that the observer has access to the information contained at
all stages of the hierarchy, where only external measurement provides the available
information. This problem is linked to the development of bottom-up approach in
the study of hierarchical organizations. The measurements and diagnostics defined
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Fig. 1.17 Dynamical nesting in the hierarchy

on the physical process are used to construct the specific property functional models,
and thus global observability indicates the quality of the respective functional model.

Open Issues: Integration of Operations requires study of fundamental problems
and development of new research areas which include the following:

(i) Understanding the derivation of the different functional models and how they
are interfaced, referred to as functional model derivation and interfacing.

(ii) Defining models for the characterization of emergent properties.
(iii) Development of multilevel hybrid system theory.
(iv) Understanding thedifferent aspects of global controllability andglobal observ-

ability and defining criteria for their characterization.

1.7 The Notion of System of Systems

The concept of “System of Systems” (SoS) has emerged in many and diverse fields
of applications and describes the integration of many independent, autonomous sys-
tems, frequently of large dimensions, which are brought together in order to satisfy
a global goal and under certain rules of engagement [23, 50]. These complex mul-
tisystems exhibit features well beyond the standard notion of system composition,
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and represent a synthesis of systems which themselves have a degree of autonomy,
but this composition is subject to a central task and related rules. So far, the term
SoS has been used in a very loose way, by different communities and defined in
terms of their characteristics with no special effort to give it a precise definition
based on rigorous methodologies and concepts of the Mathematical System Theory
[52]. Establishing the links with the traditional system theory approaches is essential,
if we are to transfer and appropriately develop powerful and established analytical
tools required for their design/redesign. Within this new challenging paradigm, the
notion of emergence is also frequently used in a rather loose way. The need for a
structured definition of the SoS notion has been raised in [33, 37, 52] and will be
further developed in this section. A central part of our effort is to explain the differ-
ence of SoS from that of Composite Systems (CoS) which leads to the generalization
of the standard notion of interconnection topology (linked to composite systems) to
the new notion of “systems play” [52].

1.7.1 The Empirical Definition of System of Systems

An aggregate of systems leads to the creation of new forms of systems which may
be either described within the framework of composite systems, or demonstrate
additional features which add complexity to the description and may be referred to
as systemof systems. The term systemof systems (SoS) has been used in the literature
in different ways and a good treatment of the topic is given in [23]. Most definitions
(see references in [23]) describe features or properties of complex systems linked
to specific examples. The class of systems exhibiting behaviour of SoS typically
exhibits aspects of the behaviour met in complex systems; however, not all complex
problems fall in the realm of SoS. Problem areas characterized as SoS exhibit features
such as follows [51]:

System of Systems Features: Operational independence of elements;Managerial
independence of elements; Evolutionary development; Emergent behaviour; Geo-
graphical distribution of elements; Interdisciplinary study;Heterogeneity of systems;
Network of systems.

The definitions that have been given so far contain elements of what the abstract
notion should have, but they are more linked to specific features linked to areas of
applications. A summary of different definitions is given in [37] (Part 1) where the
different sources are also listed.

Summary of descriptive definitions for SoS

(i) Systems of systems exist when there is a presence of a majority of the fol-
lowing five characteristics: operational and managerial independence, geo-
graphic distribution, emergent behaviour and evolutionary development.

(ii) Systems of systems are large-scale concurrent and distributed systems that
are comprised of complex systems.
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(iii) Enterprise Systems of Systems Engineering is focused on coupling tradi-
tional systems engineering activities with enterprise activities of strategic
planning and investment analysis.

(iv) System of Systems Integration is a method to pursue development, integra-
tion, interoperability and optimization of systems to enhance performance
in future battlefield scenarios.

(v) In relation to joint war-fighting, system of systems is concerned with inter-
operability and synergism of Command, Control, Computers, Communica-
tions, and Information and Intelligence, Surveillance, and Reconnaissance
Systems.

(vi) System of Systems is a collection of task-oriented or dedicated systems that
pool their resources and capabilities together to obtain a new, more complex,
“meta-system”which offersmore functionality and performance than simply
the sum of the constituent systems.

(vii) Systems of Systems are large-scale integrated systems which are heteroge-
neous and independently operable on their own, but are networked together
for a commongoal. The goal, asmentioned before,maybe cost, performance,
robustness, etc.

(viii) ASystem of Systems is a “super system” comprised of other elements which
themselves are independent complex operational systems and interact among
themselves to achieve a common goal. Each element of an SoS achieveswell-
substantiated goals even if they are detached from the rest of the SoS.

The above definitions are mostly descriptive, but they capture crucial features of
what a generic definition should involve; however, they do not answer the question,
why is this new notion different than that of composite systems. The last two defini-
tions [23] are more generic and capture the key features of the notion, but they still
do not provide a systems working tool for design and redesign of SoS. A major task
in providing a systems definition for SoS is to demonstrate the differences between
SoS and Composite Systems (CoS) and explain why SoS is an evolution of CoS.

1.7.2 Composite Systems and SoS: The Integrated
Autonomous and Intelligent System

Developing the transition from CoS to SoS, we need to identify the commonalities
and differences between the two notions. We note [37]:

(a) Both CoS and SoS are compositions of subsystems and they are embedded in
the environment of a larger system.

(b) The subsystems in CoS do not have their independent goal; they are not
autonomous and their behaviour is subject to the rules of the interconnection
topology.

(c) The interconnection rule in CoS is expressed as a graph topology.
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Fig. 1.18 Simplified description of the system

(d) The subsystems in SoS may have their own goals, and some of them may
be autonomous, semi-autonomous, or organized as autonomous groupings of
composite systems.

(e) There may be a connection topology rule expressed as graph topology for the
information structures of the subsystems in an SoS.

(f) The interconnection rule is described in a more general form than that of the
graph topology, named as “systems play” and every subsystem enters as an
agent with their individual operational sets and goals.

The development of an abstract, systems-based characterization of SoS requires the
following:

(i) Consider the notion of the system in a more general setup suitable for SoS.
(ii) Specify the special featureswhich define the notion of “intelligent autonomous

agent”.
(iii) Provide a characterization of the generalized notion of relationships defined

as “systems play”.

First, we revisit the definition of a system as given in Sect. 1.2 and illustrated in
Fig. 1.2 and define the notion of autonomy.

Definition 1.6 A simple or composite system is referred to as autonomous, if its
relations with other systems in the environment are expressed only through the oper-
ational goals.

The notion of autonomy implies that as far as the other systems in the environment
are related only through its goals and not through some interconnection topology.
This is described in Fig. 1.18.

We are also referring to the notion of intelligent system, and this requires some
appropriate interpretation in terms of control capabilities. We may define this notion
as follows.
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Fig. 1.19 Integrated and autonomous system ©[2013] IEEE.Reprinted,with permission, from [33]

Definition 1.7 A system that has the ability to develop measurements for its
behaviour, define models for different operational conditions, self-adapt itself to
changes in the environment and control its behaviour subject to a set of objectives
and constraints will be called intelligent or intelligent agent.

The intelligent system has the ability to interpret the high-level operational goals to
appropriate measurement and control strategies which will enable to implement their
realization at all aspects of its behaviour. A scheme that will enable the functioning
of a system as an intelligent agent is represented in Fig. 1.19.

In the system representation of Fig. 1.19, the system appears as an autonomous
agent (internal system structure together with its inputs and outputs), where its ker-
nel is the physical system (simple or composite), having its operational instructions,
and provided with control, modelling, measurement and supervisory capabilities;
the supervisory activities allow the realization of the higher level operational goals.
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Such a system is an intelligent agent and will be referred to as integrated system
[33]. As far as its behaviour within the general systems’ environment, this type of
system is engaged only in terms of its operational goals. The integrated system term
is used to distinguish it from systems which have no integrated control and infor-
mation processing capabilities and which may be referred to as basic systems. The
integrated structure implies that such goals may be realized and produce the desirable
behaviours. Interactions with other systems take place only at the operational goals
level.

1.7.3 The Systemic Definition of System of Systems

The distinguishing feature of SoS is that the subsystems participate in the composition
as intelligent agentswith a relative autonomy and behave as actors in a play. The latter
property requires that the systems entering the composition, expressed as rules, are of
the integrated type, since this requires capabilities for control, estimation, modelling
and supervisory capabilities. Features, such as large dimensionality, heterogeneity,
network structure, Operational, Adaptability, Emergent Behaviour, etc. may be also
present in SoS as well as in the case of CoS. We define:

Definition 1.8 Consider a set of systems {S} = {Si : i = 1, 2, . . . , μ} and letF be
an interconnection rule defined on the information structures of Si systems. The
action ofF on {S} defines a Composite System, Scos = F ∗ {Si } or the composition
of {S} under F .

In the above definition, the subsystems Si can be basic or integrated. The informa-
tion structure of each system is defined by the pair of the input and output influence
vectors, and the interconnection rule may be represented by a graph topology [32].
The resulted system is embedded in a larger system and it is treated as new system
with its own system boundary. This definition may now be extended as follows.

Definition 1.9 Consider a set of integrated and autonomous systems {S} = {Si , Pi :
i = 1, 2, . . . , μ}, where Pi are the operational goals of Si . If G is a general rule
defined on the operational goals Pi , of Si systems such that G : P1 × ... × Pμ →
G (P1 × ... × Pμ) = G (Pi )

μ
1 , then the system

SSoS = G ∗ {Si } = {Si , Pi : i = 1, ...,μ;G (Pi )
μ
1 } (1.14)

will be called a System of Systems associated with a systems play G .

In the above definition, the notion of SoS emerges as an evolution of CoS since the
systems are assumed to be integrated and autonomous. The notion of the interconnec-
tion topologyF is now extended to that of the systems playG . The subsystems in SoS
now act as autonomous intelligent agents which can enter into relations with other
systems as defined by the systems play G . The integrated nature of the subsystems
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implies that the results of the system play can be realized within each subsystem.
The nature of the applications defines the systems play, which frequently may be
expressed as a game defined on intelligent agents.

An SoS emerges as a multi-agent system composed of multiple interacting intel-
ligent agents (the subsystems). This multi-agent systems view allows SoS to act as
vehicle to solve problems which are difficult or impossible for an individual agent.
The multi-agent dimension of SoS has important characteristics such as follows [1]:

(i) Autonomy: the agents are at least partially autonomous;
(ii) Local views: no agent has a full global view of the system, or the system is too

complex for an agent to make practical use of such knowledge;
(iii) Decentralization: there is no designated single controlling agent, but decision

and information gathering is distributed.

It is these properties that allow SoS to develop “self-organization” capabilities and
find the best solution to the problems defined on them.

A major challenge in the development of a unifying approach to the study of SoS
is the quantitative characterization of the new notion of the systems play. Taking into
account that SoS problems emerge in many and diverse domains, it is clear that some
classification of the general SoS family into subfamilies with common characteristics
is essential before we embark to the characterization of notions such as systems play.
There is frequently the use of the term SoS for Physical or Natural systems. Such
systems are related to the natural world and social–economic phenomena and are the
results of evolution of physical, or socio-economic processes and typical examples
are those of the “ecosystem” of a geographical region, or issues related to “social
phenomena”. Our current approach based on Artificial or Engineered SoS requires
further development to handle issues of lack of autonomy, or uncertainty in the
links between subsystems. Of course, there are grey areas between the two classes
of Artificial and Engineered SoS (E-SoS) and some further classifications are given
in [33].

Note that in E-SoS the “goal” is linked to some coordination effort. This leads
to another way of classifying SoS based on structural and operational characteris-
tics. This classification refers to the mechanisms defining the relations between the
subsystems. We may distinguish [33]

• Goal Driven and Unstructured (GU-SoS)
• Goal Driven with Central Coordination (GC-SoS)

In GU-SoS class, the central goal for the system operation is set, as well as the
environment within which the system operations will take place. In this case, the
nature of the system play is entirely defined by the set goal, which may be in the
form of a game where the intelligent agents may participate. A further classification
for this class is into

• Pure Goal Driven (P-GU-SoS)
• Goal and Scenario Driven (S-GU-SoS)
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In the P-GU-SoS class, the subsystems, as intelligent agents, interpret the central
goal, may assign to themselves sub-goals and they then develop actions and self-
organization to achieve the central goal, which may be expressed as optimization of
a performance index, subject to satisfaction of their individual goals. In S-GU-SoS,
a scenario linked to the goal is given, the subsystems as intelligent agents undertake
roles which aim to optimize a central performance index and satisfy their own partic-
ular goals. TheGC-SoS class on the other hand has the same features as the P-GU-SoS
and similar subclasses with the additional feature of the existence of coordination.
The existence of coordination introduces a structure to the interpretation of the goal
by the subsystem and the development of appropriate scenarios to achieve the central
goal and partial goal. Coordination is common to E-SoS and may be viewed as an
interpreter for the development of operational activities. The nature of coordination
also introduces special features to SoS characterization since it introduces a struc-
ture to the resulted systems play. Coordination is a form of organization, and there
may be different types such as “Hierarchical”, “Heterarchical” and “Holonic” [67].
Such forms of organization structure affect the systems play and the development of
scenarios. Types of SoS where the subsystems are of the engineering type without
human action involvement are referred to as “hard”. Systems involving human pres-
ence and behaviour will be referred to as “soft” and those involving a mixture of the
two types will be called “hybrid”.

1.7.4 Methods for the Characterization of Systems Play

The development of a description for the systems play depends on the nature of
the particular SoS. An effort to review the relevant methodologies from system and
control which may be used in describing the systems play has been given in [33] and
is outlined next. These different methodologies may provide the required framework
for the characterization of the systems play and include methods such as Cooperative
Control,Market-BasedCoordination Techniques, PopulationControlmethodologies
and Coalition Games. Each of these methodologies provides formal descriptions of
the notion of systems play, and they are outlined next.

Cooperative Control: A typical case describing a class of SoS is the Vehicle For-
mation Problem [16] defined as the control of the formation of v vehicles that
are performing a shared task; the task depends on the relationship between the
locations of the individual vehicles and the task defines the scenario that has to
be realized. It is assumed that the vehicles are able to communicate with the other
vehicles in carrying out the task and they have capabilities to control their position
in the effort to perform the task. Each vehicle is described as a rigid body moving
in space and a state vector xi may be associated with each one; by x = (x1, .., xv),
we may represent the complete state for the set of v vehicles. The collection of all
individual states defines the state of the system, and the execution of assigned task
requires the assignment of additional states that can make the system an SoS. The
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development of the scenario and task is handled by introducing for each vehicle
an additional discrete state, αi , which defines the role of the vehicle in the task and
which is represented as an element of a discrete set A, the nature of which depends
on the specific cooperative control problem. Such problems may be formulated
as constrained optimization problem. For SoS, the problems of interest are those
involving cooperative tasks that can be solved using a decentralized strategy.

Market-Economics Based Coordination Techniques: The distinguishing feature
of SoS is that there are autonomous units with their own management and con-
trol functions that are coupled by resource flows which need to be balanced,
over appropriate periods of time depending on local or global storage capacities.
The performance of the subsystem consumption and production is influenced by
availability of these resources. To perform an arbitration of these flows requires
economic balancing mechanisms [12, 68]. The management of the resource flows
maybe expressed as a networkmanagement problem, given that the resource flows
define some generic network structure within which we define the flows. Clearly,
the overall system performance and behaviour is influenced by discrete decisions
taken. Two different approaches that can be used for themanagement of such flow-
coupled SoS are economics-driven coordination and market-based mechanisms.
In both cases, the coordinator has only limited information about the behaviour
and the constraints of the local units which perform a local optimization of their
operational policies. In the economics-driven coordination, it is assumed that the
control of SoS involves the setting of production / consumption constraints or
references between the global SoS coordinator and the controllers of individual
systems. The SoS coordinator utilizes simplified models of the subsystems, and
a model of the connecting networks to compute references or constraints on the
exchanged flows. The resulting optimization is based on the dynamic price pro-
files for the resources that are consumed or produced by the subsystems over the
planning horizon. An alternative approach is to use mechanisms employing the
concepts of economic markets to distribute limited resources between subsystems.
The market is defined as a population of agents consisting of producers selling
goods and consumers buying these goods [12], where the consumers’ demand
depends on the usefulness or utility of a good for the completion of its task.
Market-based mechanisms are inherently decentralized and can thus be mapped
directly to systems with autonomous subsystems.

Population Control Methods: Population control refers to systems that comprise a
large number of semi-independent subsystems,whichmacroscopically are viewed
in terms of their emergent behaviour. Such systems are used in ecology to capture
the fluctuations in the populations of interacting species and the relevant models
use continuous variables to capture populations and differential equations to cap-
ture their evolution. Of special interest is the class of mixed-effect models [54],
which address the evolution of a heterogeneous population of individuals, which
deploy ordinary differential equations, but with parameters linked to appropriate
probability distributions. Population systems dynamics are gaining in importance,
as man-made systems become increasingly complex and larger scale and control
of the emergent behaviour of large collections of semi-autonomous subsystems
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becomes an issue. Such methods are primarily motivated by biological applica-
tions but have potential for the engineering field of SoS.

Coalition Games: The basic idea of SoS is to consider the overall system as a set of
subsystems that are controlled by local controllers or agents which may exchange
information and cooperate. This feature demonstrates the link of SoS to distributed
and decentralized control schemeswith the additional property that the interaction
between the subsystems may indicate a time-varying coupling. It is this special
feature that indicates the links to a rather new category ofmanagement and control
schemes referred to as coalitional management schemes [54]. In this paradigm,
different agents cooperatewhen there is enough interaction between the controlled
systems and they work in a decentralized fashion when there is little interaction.
A coalition is a temporary alliance or partnering of groups in order to achieve
a common purpose or to engage in a joint activity [56]. A coalition of systems
is a temporary system of systems built to achieve a common objective. Forming
coalitions requires that the groups have similar values, interests and goals which
may allow members to combine their resources and become more powerful than
when they each acted alone.

Open Issues: The development of a systems theoretic approach for SoS is still in
its early stages of development. Broad areas where development is required involve

(i) Characterization of the family of SoS according to their origin (engineered,
natural, social systems);

(ii) Identifying the methodologies that can contribute to the characterization of
systems play.

1.8 Conclusions and Future Research

Control Theory and Design have developed around the classical servomechanism
paradigm. The area of Systems Integration for large Complex Systems, involving
both design and operations, introduces many new challenges and a number of new
paradigms generating new requirements and needs for future developments of the
Systems and Control Theory beyond the classical paradigm. The identified new
paradigms of Structure Evolving Systems (SES) and System of Systems (SoS) are
new areas of complex systems relevant to integrated design and operations for the
family of Engineered Systems. For the design problem, the challenges in the SES
area come from the cascade and design-time-dependent evolutionary nature of the
process, whereas for system operations the challenges come from the SoS type of
complexity and specifically the need to characterize the notion of the systems play.
Additional issues that introduce new dimensions of complexity come from the large
dimensions of the processes which have not being considered here. The paper out-
lines the problem areas and the new challenges posed by SES and SoS paradigms
and identifies some relevant methodologies for their development. The long-term



50 N. Karcanias and M. Livada

objectives of the proposed research have been the management of complexity in
engineering systems and the areas considered here were

(i) Explaining aspects of structure evolution in design and redesignof systems and
developingmethodologies for controlling the development of the evolutionary
design processes.

(ii) Understanding complexity of integrated operations, addressing issues stem-
ming from their organization and characterizing the nature of emergent prop-
erties.

(iii) Developing a systems-based characterization of the SoS family, characterize
its essential features and develop links with concepts and tools of Control
Theory.

In the first area, the dominant notions have been time evolution and the cascade
design evolution. The overall philosophy for the time evolution has been that there is
an evolution from early to late designwhich is accompanied by an evolution ofmodel
structure and associated system properties. The approach followed in cascade design
is that each particular design stage shapes a local model; the structure of this local
model has important implications on what can be achieved at the next design stage,
and it thus determines overall cost, operability, safety and performance of the final
process. Structural properties and thus performance, operability, etc. characteristics
evolve, but not in a simplemanner. This evolution of structure and related potential for
delivering certain level of performance is only partially understood for the linear case.
We would like to drive the model evolution along paths avoiding the formation of
undesirable structural features and where possible to assign desirable characteristics
and values. In the effort to formulate a generic system/control-based framework for
both aspects of structure evolution, it is essential to address issues such as follows:

General Control Problems

(P.1) Characterization of desirable/undesirable performance characteristics and
the limits of what can be achieved.

(P.2) Relate the best achievable performance characteristics to desirable system
model structure.

(P.3) Define structure design/redesign problems for the different aspects of system
structure.

These are traditional Control Theory tasks which are essential for intervening in the
evolution problems related to design. Further aspects related to control of the design
evolution process are as follows:

Nests of Variable Complexity Models and Design

(P.4) Development and parametrization of the family of minimal partial realiza-
tions (MPRs) according to complexity (MacMillan degree). Extension to nonlin-
ear input–output descriptions.
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(P.5) Investigate whether key system properties of the original system (stability–
instability, minimum–non-minimum phase) are preserved within the chain and
determine the degree of complexity required to preserve key system properties.

(P.6) Characterize the process of evolution of the Kronecker invariants in theMPR
chain of models.

(P.7) Development of the structure and properties of the family of numerically
nested models.

These problems are linked to the design time evolution family. For cascade design
evolution, the emphasis is on the development of composite systems and the evolution
of structure under systems instrumentation. Important issues are as follows:

Interconnected Systems and Complexity

(P.8) Explore the role of interconnection graph on structural and non-structural
properties of composite systems. Specifically, examine the role of the “complete-
ness” and “lack of completeness” assumptions on the composite system proper-
ties.

(P.9) Investigate the structural and non-structural system properties when the car-
dinality (input and output dimensions) of subsystems changes.

(P.10) Examine interconnected system properties when subprocesses are
described by variable complexity models.

(P.11) Study interconnected system properties when the interconnection graph is
augmented or loses part.

Structure Evolution in Systems Instrumentation

(P.12) Develop solutions to model orientation for matrix pencil and autoregressive
models and study the structure evolution.

(P.13) Examine the structural properties under general input and output projection
compensation.

(P.14) Evolution of Structure and Properties under Model Expansion.

The first of the above families of problems refer to generalized process synthesis,
and the interconnection graph is central in the characterization of structure and related
properties. The second deals with systems instrumentation and refers to the model
shaping role of the selection of inputs and outputs and the shaping of the evolved
system structure, as this is expressed in terms of structural invariants. Each one of the
above areas has also a design dimension linked to the shaping of the system model
structure. Ideally, we would like to assign desirable properties, but in reality it would
be more relevant to avoid the formation of undesirable characteristics.

The area of Integration of Operations requires study of fundamental problems and
development of new research areas which include study of emergent properties, sys-
tem organization, multilevel modelling and control problems in complex hierarchies.
Specific areas of interest involve the following:

Complexity in Integrated System Operations
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(P.15) Understanding the derivation of the different functional models and how
they are interfacedwithin the framework of different forms of system organization
(hierarchical, holonic, etc.).

(P.16) Definingmetrics andmodels for the characterization of emergent properties.
(P.17) Development of multilevel hybrid system theory by exploring the notions

of global controllability and observability.

The new definition for the SoS is the starting point for the development of method-
ology that may lead to systematic design. Examining the rules of composition of the
subsystems and their coordination as agents in a larger system defines a challeng-
ing new area for research and requires links across many disciplines. Examining in
detail the special features of the different classes of SoS is crucial in the effort to
provide a quantitative formulation of the notion of “systems play” which may take
different forms in the different classes. This is also crucial in quantifying the notion
of emergence in the SoS context. Key problems in the development of this field are
as follows:

System of Systems

(P.18) Characterization of the family of SoS according to their origin (engineered,
natural, social systems).

(P.19) Identifying the methodologies that can contribute to the characterization of
systems play.

(P.20) Study the special aspects of emergence in the context of SoS.

The chapter has provided an identification of the challenges emerging within the
two new classes of complex systems, the SES and SoS. By introducing the additional
dimension of large dimensionality, the above classes take new dimensions. It is then
that issues of organization, problem decomposition, decentralization and computa-
tional aspects take an additional significance. Design has been central to our study,
but for many systems already designed in the past, redesign becomes a crucial issue.
So far little effort has been spent in addressing this problem. We note, however, that
versions of the above families of problems may be formulated when the redesign
problem is considered, where either we want to modify the graph, the input, output
structure, or the controller to achieve new requirements and objectives.
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