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1 INTRODUCTION
In an effort to develop responsible algorithmic decision-making sys-
tems, organizations both in the public [13, 18, 31, 55] and private [22,
29, 43] sphere have published ethical guidelines with values1 that
these systems should preserve. However, a mismatch between for-
mal value-driven system requirements and how people perceive
them can significantly influence their adoption [36, 48, 57, 59]. That
is why a growing body of work now focuses on capturing end users’
ethical preferences through empirical studies [28, 30, 45, 60].

One of the main values in the context of algorithmic decision-
making is fairness. Previous work on human decision-making de-
fined fairness as a four-factor construct [11, 14] that enables the
equitable and impartial treatment of decision subjects [20].2 This
multidimensional characterization not only considers the equitable
allocation of outcomes (i.e., distributive fairness) [14], but also deals
with the nature of the process that leads to those decisions (i.e., pro-
cedural fairness) [54] as well as the information (i.e., informational
fairness) [11, 14] and the treatment (i.e., interpersonal fairness) [6]
received by decision subjects.

Despite recent efforts towards fair algorithmic decision-making
systems (e.g., adding explanations [8, 17, 47, 52], human oversight
[16, 39, 40, 46, 59], and contestability [42, 56] to algorithmic deci-
sions), comparatively little attention has been paid to the evaluation
of fairness. Earlier work has predominantly followed a one-factor
approach, measuring overall fairness as opposed to multiple di-
mensions of fairness and thus overlooking a long-standing practice
in domains such as organizational justice. This has resulted in a
lack of knowledge regarding the effect that the evaluated algo-
rithmic configurations have on each of the dimensions of fairness.
Unpacking and disentangling these effects is key to developing al-
gorithmic decision-making systems that enhance feelings of justice
irrespective of outcome favorability [38].

Drawing from research on organizational justice for human
decision-making [3, 5–7, 23, 25] and studies on perceptions of fair-
ness in algorithmic systems [4, 26, 36, 48, 50, 52, 56, 57, 59], we
aim at disentangling perceptions of two of the four fairness di-
mensions: informational and procedural fairness. To this end, we
systematically study configurations of algorithmic decision-making
procedures with varying levels of explainability, human oversight,
and contestability (i.e., referring to the presence of a decision ap-
peal process [42]), and evaluate the perceived informational and
procedural fairness of each configuration for high- and low-stakes
decisions. We then examine the relationships between informa-
tional fairness, procedural fairness, and overall fairness. Our work
is guided by the following research questions:

1Wewill adopt the definition of values used in philosophy of science, following Birhane
et al. [9]. Values of an entity are, thus, defined as properties that are desirable for that
kind of entity.
2Colquitt [14] uses the terms fairness and justice interchangeably.

• RQ1:What effect do explanations, human oversight, and
contestability have on perceived informational and proce-
dural fairness in algorithmic decision-making processes?

• RQ2:Does the stakes involved in the decision have an effect
on perceived informational and procedural fairness?

• RQ3: Does users’ perceived informational and procedural
fairness predict overall perceived fairness?

2 STUDY SETUP AND HYPOTHESES
Study type. Randomized controlled trial; between-subjects de-

sign with (2 × 2 × 3 × 2 = 24) groups.

Context. Loan approval process.

Hypotheses.

• Hypotheses related to RQ1

Hypothesis 1a (H1a). End users perceive algorithmic de-
cision-making processes as more informationally fair
when they are accompanied with explanations.
Rationale. Schoeffer and Kuehl [51] found that, as the pro-
vided amount of information about an algorithmic decision
grows, users’ informational fairness perception towards
the system that made the decision increases. This study
was focused on measuring informational fairness in a home
loan approval process. We extend this study to evaluate
the effect of explanations on informational fairness in both
high-stakes (home loan) and low-stakes (holiday loan) de-
cisions. We expect to see Schoeffer et al. [52]’s findings
replicated in our own experimental setting.

Hypothesis 1b (H1b). End users perceive algorithmic
decision-making processes as more procedurally fair
when these processes are supplemented by human
oversight rather than fully automated.
Rationale. Previous studies have found that users consider
human decisions to be fairer than fully automated, algo-
rithmic decisions; especially for practices that are highly
complex and are perceived to require human skills [36, 46].
Although recent research has not found any evidence that
users generally perceive hybrid decision-making as fairer
than entirely algorithmic decision-making [59], we do ex-
pect that human oversight will lead to increased procedural
fairness perceptions among users in sensitive contexts (e.g.,
loan approval processes).

Hypothesis 1c (H1c). End users’ procedural fairness per-
ceptions differ based on the contestation procedure
of an algorithmic decision-making process.



Rationale. Contestability has been defined as one of the
core principles for designing ethical AI [20] and a key ele-
ment for ensuring procedurally fair decision-making pro-
cesses [54]. However, little is known about what contesta-
bility entails in relation to algorithmic decision-making [41].
We hypothesize that, as it is the case in human decision-
making [54], contestation procedures in algorithmic decision-
making processes affects perceived procedural fairness.

Hypothesis 1d (H1d). The effect of contestability on end
users’ procedural fairness perceptions is moderated
by the presence of explanations.
Rationale. Schoeffer et al. [52] found that, although includ-
ing more information in explanations led to an increased
perception of informational fairness, end users would not
agree with the way in which different factors were being
used for decision-making. This finding was in line with
other studies that highlighted the need for making expla-
nations actionable [8, 17]. We thus hypothesize that, aside
from a general effect of contestability on users’ procedural
fairness perception (see H1c), the presence of explanations
and contestability on the algorithmic decision interact in
affecting users’ perceived procedural fairness.

Hypothesis 1e (H1e). The effect of contestability on end
users’ procedural fairness perceptions is moderated
by the presence of human oversight.
Rationale. Various studies have demonstrated end users’
concern for fully automated, highly complex decision-making
processes [36, 46]. That is why we expect that configura-
tions where end users can contest what factors influence
an algorithmic decision lead to varying degrees of proce-
dural fairness perceptions in users depending on whether
the final decision was made by a fully automated or hy-
brid system. In the study performed by Lyons et al. [42],
the fairest contestation strategy was the one where infor-
mation could be reconsidered. However, in that case the
original decision was always made by a fully automated
system. We hypothesize that, based on the decision maker
of the original scenario, the urge to have an appeal process
where the decision maker is reconsidered or one where
factors are reconsidered will be different.

• Hypothesis related to RQ2

Hypothesis 2a (H2a). The effect of explanations on end
users’ informational fairness perceptions is moder-
ated by the stakes of the task.
Rationale. Binns et al. [8] found an interaction between the
effect of explanation types on fairness perceptions and the
nature of the presented scenario. In line with these find-
ings, we hypothesize that, based on the nature of the task
at stake (i.e., involving high or low stakes), end users will
be satisfied differently with the amount of information they
received.

Hypothesis 2b (H2b). The effect of human oversight on
end users’ procedural fairness perceptions is moder-
ated by the stakes of the task.
Rationale. Lee [36] demonstrated that fairness perceptions
regarding the decision maker (i.e., a fully automated system
or a human) were moderated by task characteristics. Nagte-
gaal [46] also found that the effect of involving humans
on perceptions of procedural justice varied based on the
complexity of the task. Despite the context being different
(both these studies focused on managerial decisions) and
our study considering fully automated vs hybrid decision
making, we hypothesize that the stakes of the task (i.e.,
involving high or low stakes) will similarly moderate the
effect of human oversight on procedural fairness percep-
tions in our study.

Hypothesis 2c (H2c). The effect of contestability on end
users’ procedural fairness perceptions is moderated
by the stakes of the task.
Rationale. Previous work has suggested that perceptions of
fairness regarding the decision maker generally depend on
the nature of the task [36]. We thus hypothesize that the
stakes of the task (i.e., involving high or low stakes) also
moderate the effect of contestability on users’ procedural
fairness perceptions.

• Hypothesis related to RQ3

Hypothesis 3a (H3a). End users’ informational fairness
perceptions are positively associated with their over-
all fairness perceptions.
Rationale. This hypothesis is in line with findings in human
decision-making, where informational fairness was found
to influence perceptions of overall fairness [14, 24]. We hy-
pothesize that the trend will be the same for algorithmic
decision-making.

Hypothesis 3b (H3b). End users’ procedural fairness per-
ceptions are positively associated with their overall
fairness perceptions.
Rationale. Studies dealing with procedural fairness in hu-
man decision-making processes [24, 54] demonstrated that
participantswith a strong influence over the decision-making
process were more likely to perceive a negative outcome
as fair [32]. We hypothesize that for algorithmic decision-
making processes, there will also be a positive relation
between perceptions of procedural fairness and overall fair-
ness.

Hypothesis 3c (H3c). End users’ perceived informational
and procedural fairness interact in predicting overall
fairness Rationale. Research in human decision-making
has demonstrated that explanations provide the “infor-
mation needed to evaluate structural aspects of decision-
making” [25]. In line with these findings, we hypothesize
that perceptions of overall fairness are not just dependent
on both informational and procedural fairness, but that
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these two factors interact in predicting overall fairness per-
ceptions.

3 METHOD
3.1 Variables
3.1.1 Independent variables. Tables 1 and 2 show how each each
independent variable is displayed in practice.
• Explanations (categorical, between-subjects).Wewill assign each

participant to one of two configurations (Table 2):
(1) No explanation: participants will see what information the

fictional loan requester has been asked to provide but not
how this information is used.

(2) Explanations are given:3 participants will have an insight
into what weight each piece of information has in the final
decision (input influence-based explanation) and the hypo-
thetical scenarios where Kim would have been able to have
the loan approved (counterfactuals) These explanations are
textual to limit presentation complexity [12, 57].

• Human oversight (categorical, between-subjects). We will ran-
domly assign each participant to one of two configurations:
(1) No human oversight: participants are told that the algorith-

mic decision-making process is fully automated.
(2) With human oversight: participants are told that the loan ap-

proval process combines the usage of an algorithmic system
with human expertise. The approval process will involve
two steps: a first step where the algorithmic system receives
the online loan request and evaluates each case; and a second
step where the human expert [49] (bank employee) oversees
the decision if the confidence obtained by the algorithmic
decision-making system is low.

• Contestability4 (categorical, between-subjects). Each participant
will be randomly assigned to one of three configurations:
(1) No contestability: participants are told that, due to the desire

of the bank to handle the loan application process in a timely
manner, in case of a rejection, there is no option for the
fictional loan requester to contest the decision.

(2) Option to contest the initial decision and provide additional
information: participants are told that, in case of a rejection,
the fictional loan requester has the option to make objec-
tions about the initial decision and provide any information
to support the application.

(3) Contest decision maker: participants are told that, in case of
a rejection, the fictional loan requester has the opportunity
to ask a human (different from the one who oversaw the
process if there was already a human involved in the original
decision) to review the process. This human reviewer will

3In a preliminary exploratory study we compared five types of explanations and
tested their understandability [8, 52], actionability [8, 52] and contestability enactment
[2, 27, 41]. We found that participants rated the combination of input influence-based
explanations [15] and counterfactuals [58] highest in every evaluation criterion.
4In the same preliminary exploratory study we provided participants with Kim’s
scenario and, through open-ended questions, asked what Kim should contest. Through
a thematic analysis [10] we found that end users would like to contest two main aspect
of the decision-making process: (1) the factors (and their weights) used by the bank
and (2) the use of an algorithmic system for decision-making. Based on these insights
we designed two different contestation strategies. These strategies resonate with the
new information condition and new decision condition (with a human reviewer) defined
by Lyons et al. [42].

make a completely new decision with the information that
Kim already provided for the initial decision.

• Task stakes (categorical, between-subjects). Each participant will
be randomly assigned to one of two configurations:
(1) High-stakes decision: the purpose of the loan application is

to buy a house.
(2) Low-stakes decision: the purpose of the loan application is

to be able to go on a holiday trip.

3.1.2 Dependent variables.

• Informational fairness perception (continuous). Measured
by the average score on the four items defined by Colquitt [14],
(adapted) 5, based on Bies and Moag [6] and Shapiro et al. [53];
see Appendix A.

• Procedural fairness perception (continuous). Measured by
the average score on the seven items defined by Colquitt [14]
(adapted), based on Thibaut and Walker [54] and Leventhal [37];
see Appendix A.

• Overall fairness perception (continuous). Measured by a single-
item rated on a 7-point Likert scale, as previously used [35, 36]
(adapted); see Appendix A.

3.1.3 Descriptive and exploratory measurements. We use these vari-
ables to describe our sample and for exploratory analyses, but we
do not conduct any conclusive hypothesis tests on them.
• Age group (categorical). Participants will select their age group

from multiple choices; see Appendix B.
• Level of education (categorical). Participants will select the

highest level of education they have completed from multiple
choices; see Appendix B.

• AI literacy (continuous). Average score of the four items defined
by Schoeffer et al. [52] (adapted); see Appendix B.

• Affinity to technology (continuous). Average score of the four
items defined by Franke et al. [21] 6(adapted); see Appendix B.

• Personal experience (continuous). Average score of the two
items defined by Kramer et al. [34] (adapted); see Appendix B.

• Task stakes perception (continuous). In this study we have
considered a home loan evaluation process to be a high-stakes
decision and a holiday loan evaluation process to be a low-stakes
decision. Since the stakes involved in a decision are subjective
and personal [33], we will capture participants’ task stakes per-
ceptions. This will be measured through an adapted version of
the item defined by Lyons et al. [42]; see Appendix B.

3.2 Planned sample
We will test approximately 261 participants. We computed required
sample size using the software G*Power [19] for an ANOVA with
main effects and interactions; specifying the default effect size of
0.25, a significance threshold of 𝛼 = 0.05

11 = 0.0045 (i.e., due to
testing multiple hypotheses’ see Section 3.4), a desired power of 0.8,
24 groups, and the respective degrees of freedom for the different
hypotheses we aim to test.

5We pilot tested the wording and layout of the presented scenarios. Based on the
insights we got from the pilot test, we rephrased some of the items to make them more
understandable for participants.
6In these four items, the term “technical system” is used to refer to systems that include
some technology that converts inputs to outputs using a transformation process [44].



A bank has implemented a new loan application system where potential customers apply for a loan online and then the company assesses
the eligibility of the customer for the loan.

<Configuration [No human oversight] or [With human oversight]>

Kim, a potential customer, is looking for funding opportunities to <task> and has thus decided to apply for a <task> loan through the bank’s
online platform. As part of the <task> loan application process, the bank has requested the following information:

– Applicant annual income
– Co-applicant (if any) annual income
– Credit score
– Date of birth
– Employment status
– Education
– Loan amount requested
– Loan amount term (months)
– Loan purpose
– Number of dependents

A few hours after sending the requested information, Kim has received an email with the final decision: the loan has been rejected.

<Configuration [No explanation] or [With explanations]>

<Configuration [No contestability] or [Contest initial decision] or [Contest decision maker]>
Table 1: Overview of the scenario.

We will recruit participants from Prolific (https://prolific.co).
Each participant must be at least 18 years old, have a high pro-
ficiency in English, and can participate in our study only once.
Participants will be excluded from data analysis if they do not pass
at least one of the attention checks in the experiment. The study
itself will be conducted on Qualtrics (https://www.qualtrics.com/).

3.3 Procedure
Our study will be conducted on our own server, where participants
will authenticate with a registration token received on Prolific.

Step 1. Participants state their age group and level of education.
Furthermore, their degrees of AI literacy, affinity to technology,
personal experience and task stakes perception are measured.

Step 2. Participants are presented with a fictional loan approval
scenario involving a person called Kim (Table 1).7 As part of this
process, Kim has applied for a loan online and is waiting for the
bank to assess their eligibility. Depending on the stakes of the
task that the participant has been assigned to, the purpose of this
loan approval will be either to buy a house (high stakes) or to
go on a holiday trip (low stakes). Participants will be informed
about the information Kim has provided to the bank to evaluate
the loan request. As part of the scenario, every participant will
then be informed that Kim’s loan request has been rejected and
they will get to know the process through which the loan request
made by Kim has been evaluated. Based on which of the (2 × 2 ×
3 × 2 =)24 between-subject scenarios a participant was randomly
placed in, participants will knowwhether there was a human expert

7Gender, age, and other demographics of Kim are not disclosed.

overseeing the process, they will (or will not) receive explanations
and whether and how Kim can contest the decision. Participants
will then respond to an attention check, where they will be asked
about the purpose of the loan request.

Step 3. Participants evaluate the informational fairness, proce-
dural fairness, and overall fairness of the decision-making process.
Additionally, this step will include a second attention check that
asks participants to select a specific option from a Likert scale.

Step 4. Participants are asked two open-ended questions (see
Appendix B), where they have the option to describe what kind
of information they would have liked to receive (if any) and what
element would make the decision-making process fairer (if any).

3.4 Analysis plan
We will analyze the hypotheses we specified in Section 2 in three
separate statistical analyses. First, to test H1a and H2a, we will
conduct a multi-way ANOVA with explanations, human oversight,
contestability, and task stakes as between-subjects factors and in-
formational fairness perception as dependent variable.8 Second, to
test H1b-e and H2b-c, we conduct another multi-way ANOVA with
the same between-subjects factors but with procedural fairness per-
ception as the dependent variable. Third, to test H3a-c, we conduct
a multiple linear regression analysis with informational fairness
perception and procedural fairness perception as independent and
overall fairness perception as dependent variables.

8Although we do not specifically hypothesize about effects of human oversight and
contestability on informational fairness perception, we include these variables here
for exploratory analyses.

https://prolific.co
https://www.qualtrics.com/
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Parameters Conditions Descriptions

Explainability

No explanation The artificial intelligence system uses some of this information for making the
loan decision.

With explanations

In the email received by Kim, an explanation of how the decision-making system
has reached the conclusion is included. The email includes the importance that
each piece of information provided by Kim had in the final decision. Factors
are listed from the most important to the least important factor based on the
bank’s criteria. The magnitude of the contribution of each piece of information
(negative (−) means that it contributed to the rejection decision) is added
between brackets:

Credit Score (−0.15) > Loan amount requested (−0.12)> Total annual income
(−0.09)> Loan purpose (+0.02)> Employment status (+0.02)> Loan amount
term (months) (−0.03)> Date of birth (+0.03)> Co-applicant (if any) income
(+0.01)> Number of dependents (−0.07)> Education (+0.02)

The email also includes information about scenarios where the individual would
have been granted the loan. Kim would have been granted a loan if one of the
following scenarios had been true:

– The loan amount requested had been 5% lower
– The total annual income of the individual had been 10% higher
– The credit score of the individual had been "Very Good"

Human oversight

No human oversight

Given the latest technological advances and in an effort to make loan decisions
in a timely manner, the loan application process is now fully automated. An
artificial intelligence system receives the online requests and evaluates each case.
An email is sent to the applicants with the final verdict.

With human oversight

Given the latest technological advances and in an effort to make loan decisions in
a timely manner, the loan application process is now hybrid: it combines artificial
intelligence with human expertise. This involves a two-step approval process.
In the first step, an artificial intelligence system receives the online requests
and evaluates each case. If the artificial intelligence system reaches a decision
(approve or reject) with a high confidence, an email is sent to the applicant with
the final verdict. If the artificial intelligence system has a low confidence over the
decision, there is a second step where a human oversees the decision and makes
the final verdict and an email is sent to the applicant.

Contestability

No contestability
Since the reason for introducing an artificial intelligence system is to handle
home loan applications in a timely manner, Kim has no option to request a
review of the decision.

Contest initial decision

Kim has decided to appeal the decision and has asked for a review of the process.
As part of the review procedure, Kim has the opportunity tomake objections about
the initial decision and provide any information to support the application. The
same artificial intelligence systemwill then reevaluate the home loan application.

Contest decision maker

Kim has decided to appeal the decision and has asked for a review of the process.
As part of the review procedure, Kim has the opportunity to ask for a human to
review the process. This human reviewer will make a completely new decision
with the information that Kim already provided for the initial decision.

Task stakes High stakes Buy a house / home loan
Low stakes Go on holiday / holiday loan

Table 2: Summary of the experimental design.



Because we are testing 11 hypotheses as part of this study, we
apply a Bonferroni correction to our significance threshold, reduc-
ing it to 0.05

11 = 0.0045. This means that p-values that result from
the analyses described above will only be regarded as significant if
they are below this reduced threshold.

In addition to the analyses described above, we may conduct
posthoc tests (i.e., to analyze pairwise differences), Bayesian hy-
pothesis tests (i.e., to quantify evidence in favor of null hypotheses),
and exploratory analyses (i.e., to note any unforeseen trends in the
data) to better understand our results.

4 ADDITIONAL COMMENTS
As of submitting this preregistration, data collection has not yet
begun.

A MEASUREMENT OF DEPENDENT
VARIABLES

A. Items to measure informational fairness. Assessed on a seven-
point Likert scale (1 = completely disagree, 7 = completely agree).

(1) The bank thoroughly explains how the information pro-
vided by Kim is used for making a decision.

(2) The explanations regarding the <task> decision-making
are reasonable.

(3) The explanations are tailored to Kim’s specific needs.
(4) I understand the way the bank uses the information to make

decisions.
B. Items to measure procedural fairness. Assessed on a seven-

point Likert scale (1 = completely disagree, 7 = completely agree).
(1) Kim is able to express their views and feelings during the

<task> decision-making process.
(2) Kim has influence over the decision arrived at by this pro-

cedure.
(3) The <task> decision-making is applied consistently
(4) The <task> decision-making is free of bias
(5) The <task> decision-making is based on accurate factors.
(6) Kim is able to appeal the decision arrived at by this process.
(7) The <task> decision-making process upholds ethical and

moral standards.

C. Item to measure overall fairness. Assessed on a seven-point
Likert scale (1 = completely disagree, 7 = completely agree).

(1) The <task> decision-making process is fair.

B MEASUREMENT OF DEMOGRAPHICS AND
DESCRIPTIVE VARIABLES

A. Questionnaire for determining age range.
What is your age range?

• A1: 0-18
• A2: 19-25
• A3: 26-35
• A4: 36-50
• A5: 50-80
• A6: 80+

B. Questionnaire for determining level of education.
What is the highest level of school that youhave completed

or the highest degree you have received?
• A1: High school incomplete or less.
• A2: High school graduate or GED (includes technical / vo-

cational training that does not award college credit)
• A3: Some college (some community college, associate’s

degree).
• A4: Four year college degree / bachelor’s degree
• A5: Some postgraduate or professional schooling, no post-

graduate degree
• A6: Postgraduate or professional degree, including master’s,

doctorate, medical or law degree

C. Items to measure AI literacy. Assessed on a seven-point Likert
scale (1 = completely disagree, 7 = completely agree).

(1) I have a good knowledge in the field of artificial intelligence.
(2) My current employment includes working with artificial

intelligence.
(3) I am confident interacting with artificial intelligence.
(4) I understand what the term artificial intelligence means.

D. Items to measure Affinity to technology. Assessed on a seven-
point Likert scale (1 = completely disagree, 7 = completely agree).

(1) I like to occupy myself in greater detail with technical sys-
tems.

(2) I like testing functions of new technical systems.
(3) It is enough for me that a technical system works; I don’t

care about how or why. (r) 9
(4) It is enough for me to know the basic functions of a techni-

cal system. (r)

E. Items to measure personal experiences. Assessed on a seven-
point Likert scale (1 = completely disagree, 7 = completely agree).

(1) I have heard or had experience with a human making loan
decisions for <task>.

(2) I have heard about or had experience with an artificial in-
telligence system making loan decisions for <task>.

F. Item to measure task stakes perception. Assessed on a seven-
point Likert scale (1 = very low stakes, 7 = very high stakes).

(1) What are the stakes involved in a <task> loan decision-
making process based on the impact that this decision has
on end users’ lives?

G. Open-ended questions.
(1) Do you think the bank offers appropriate 10 information

about the decision-making process? Why? If not, what in-
formation do you think the bank should offer Kim?

9Reverse-coded item
10Schoeffer et al. [52] tested the effect of the amount of information on end users’
perceptions of informational fairness. Through this open-ended question we would
like to explore end users’ perceptions towards the quality of the information they
received [1].
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(2) Do you think that the procedure that the bank has put in
place for making <task> loan decisions in a timely manner
is fair? Why? If not, what would make the procedure fairer?
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